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Abstract

This paper proposes a reliable and self-adaptive reliability maximization policy for virtual machine
replication in distributed cloud servers. In order to guarantee reliable virtual machine services, cloud
computing service providers are operating virtual machine replication into multiple servers in order
to provide seamless services even though several servers are out of order. In this replication-based
cloud server system, our proposed algorithm controls the number of virtual machine replications for
time-average maximization of reliability under server storage capacity limits based on the theory of
Lyapunov optimization. As verified through simulation-based data intensive performance evaluation,
our proposed algorithm presents desired results.

Keywords: Dynamic replication, Mobile caching, Distributed cloud computing

1 Introduction

In recent years, security and privacy related issues have received significant attention by industry and
academia research communities [6, 23, 19, 25, 3, 24, 22, 21, 5]. The proposed security and privacy-
preserving algorithms obviously present excellent performances, however higher performance are de-
sired in order to design more robust and secure cloud computing platforms.

In this paper, we consider the case where the distributed cloud computing platform provides remote
virtual machine (VM) services to end users. As presented in Fig. 1, when each user creates VM in
cloud computing platforms, the platform replicates the VM in each distributed cloud servers in order to
ensure reliable VM services. If only one VM is created in a single cloud server, the VM service cannot
be properly provided when the cloud server is out of order. This kind of replication-based reliability-
preserving methods have been actively studied in the literature [25].

In order to design secure and reliable cloud computing service platforms with VM replication-based
reliability-reserving, the efficiency on storage capacity utilization should be considered. If the VM repli-
cation algorithm is independent to the consideration of storage capacity, the algorithm definitely intro-
duces inefficient utilization of storage memories. Therefore, the storage capacity dependent algorithms
should be designed in the resource-constrained computing platforms.

In this paper, we designs a dynamic algorithm which controls the number of VM replications in
distributed clod services under the consideration of available storage capacity. In order to guarantee
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Figure 1: Reference distributed cloud computing server model.

the time-average optimality of reliability maximization under the consideration of storage capacity, Lya-
punov optimization framework is used for the dynamic time-average optimization algorithm design [16].

Our proposed algorithm works as follows. First of all, the algorithm checks the available storage
capacity. Based on the information, it determines the number of VM replications in distributed servers.
If the available storage capacity is huge enough, the algorithm can do the VM replication as much as
possible due to the fact that there are enough spaces in distributed servers. On the other hand, if the
available storage capacity is not enough, the proposed algorithm reduces the number of VM replications
under the consideration of resource-limitation. For this operation, the exact number of VM replications
is determined by Lyapunov optimization framework for mathematical time-average maximization of
reliability under storage capacity limitations.

The remainder of this paper is organized as follows: Section 2 gives preliminaries and background
information. Section 3 explains the details of our proposed time-average expected reliability index max-
imization subject to storage capacity constraints. Section 4 shows the performance evaluation results
which verify the novelty of the proposed algorithm. Section 5 concludes this paper and presents future
research directions.

2 Preliminaries

In this preliminary section, our considering reference cloud computing system model is explained in
Section 2.1. Lastly, our related work is summarized in Section 2.2.

2.1 Reference System Model

Our considering reference distributed cloud computing platform can be illustrated as shown in Fig. 1.
Note that this reference system is widely acceptable in the distributed cloud computing system design
and implementation [1, 23].

As presented in Fig. 1, each user is remotely able to generate VMs in distributed cloud computing
servers. Suppose that the generated VM is located in the Server A as shown in Fig. 1. If the server
A is our of order and also in malfunction/fault due to unexpected situations or natural disasters, the
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VM cannot be loaded by the owner user. This situation should be avoided for providing reliable cloud
computing services.

One of major approaches to the problem is replication [2, 25]. In general, the replication-based reli-
able algorithms work as follows. Suppose that each user generates VMs in distributed cloud computing
servers. Then, the VMs are replicated and stored in multiple servers in the distributed cloud computing
platform. In Fig. 1, a user remotely generates a single VM in cloud computing platform; and then the
VM is stored into servers A, B, and C. Finally, the three servers have the VM and the replicated VMs are
all equivalent to each other.

It is obvious that the most reliable method is the replication of newly generated VM into all existing
cloud computing servers (i.e., servers A, B, C, D, and E in Fig. 1). However, it will dramatically increase
server storage utilization by the replicated data. This means that the available server storage capacity will
rapidly decrease. Thus, we can observe the tradeoff relationship between reliability and storage capacity.
Thus, we need to design a new dynamic algorithm which can control the number of replications in
distributed cloud computing servers. As an example, we can observe that the generated VM is replicated
into servers A, B, and C (i.e., the number of replications is 3). On the other hand, servers D and E
do not have the replicated VMs. The main objective of this control is the reliability maximization while
avoiding the situation where many replications are conducted even though we have few available storage
capacity.

2.2 Related Work

The stochastic network optimization based drift-plus-penalty (DPP) algorithm which is based on Lya-
punov control theory (time-average penalty minimization, i.e., utility maximization, while guaranteeing
system/queue stability) [18] is scalable, and thus the algorithm can be used for many applications with
simple modifications as follows.

In multimedia applications, J. Kim, et. al. [8] proposed an algorithm for time-average video stream-
ing quality maximization subject to transmission queue stability in device-to-device (D2D) video de-
livery. The corresponding Android software implementation is also demonstrated in [12]. J. Koo, et.
al. [13] proposed a dynamic adaptive streaming over HTTP (DASH) algorithm for time-average video
streaming quality maximization under the consideration of energy status, LTE data quota, and trans-
mission queue stability in integrated LTE/WiFi networks. In Multicore computing applications, J. Kim,
et. al. [10, 11, 7] designed an energy-efficient multicore computing platforms for 5G millimeter-wave
base station and medical big-data platforms under buffer stability. For communications applications, M.
J. Neely, et. al. [15] designed an energy-efficient multi-hop routing which is for time-average energy
consumption minimization subject to node queue stability. Its corresponding practical implementation
was presented and discussed in [14, 20, 4]. For the others, The application of Lyapunov optimization
framework to dynamic Markov decision process (MDP) policy design is discussed in [17]; and the other
application to smart grid consumer satisfaction maximization is presented in [18].

In this paper, our proposed algorithm controls the number of VM replications while observing avail-
able storage capacity in order to avoid storage capacity overflow.

3 Replication Adaptation (RA) Algorithm

The basic design concept of the proposed algorithm in this paper is well introduced in Section 3.1; and
the details of the algorithm is described in Section 3.2.
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3.1 Design Rationale

In our proposed VM replication adaptation algorithm, the number of VM replications is controlled in
each unit time depending on the amount of available storage capacity. If the amount of available storage
capacity is big enough, more replication can be allowable. On the other hand, the amount of available
storage capacity is not big, the number of replication should be controlled in order to avoid the case
where the storage capacity becomes fully utilized by the replication. The control of the number of
VM replication in the proposed algorithm is managed by Lyapunov optimization framework in order to
maximize time-average expected reliability index while avoiding storage capacity overflow.

3.2 Main Algorithm

Our proposed algorithm aims at the time-average expected reliability index maximization subject to
storage capacity stability (i.e., avoiding the situation where replication happens even though the storage
is fully utilized). This mathematical optimization problem can be formulated as follows:

max : lim
t→∞

t−1

∑
τ=0

E [R(τ)] (1)

where

• R(t):reliability index at time t,

• E[·]: expectation,

and the storage capacity constraint (avoiding storage capacity overflow) as follows:

lim
t→∞

1
t

t−1

∑
τ=0

E [S(τ)]< ∞. (2)

where

• S(t): storage occupancy by virtual machine placement at time t,

and this storage occupancy can be mathematically formulated as follows [16]:

S(t +1) = max(S(t)−µ(t),0)+λ (t) (3)

where

• µ(t): the amounts of total removed virtual machine sizes from the storage at time t (unit: bit) and

• λ (t): the amounts of the replicated virtual machine at time t (unit: bit).

According to the Lyapunov optimization theory based DPP algorithm [16], this program can be re-
formulated as following where λ ∗(t) is time-average optimal number of VM replications for maximizing
expected reliability index:

λ
∗(t)← arg max

λ (t)∈Λ

{V ·R(λ (t))−S(t) ·λ (t)} (4)

where λ ∗(t) is time-average optimal number of VM replications for time-average expected reliability in-
dex maximization subject to storage stability, and also the Λ is the set of all possible replication numbers
where

1,2, · · · ,M ∈ Λ (5)
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where M is the number of physical cloud servers in the distributed cloud computing platform. In addition,
V is the tradeoff coefficient between reliability performance and stability, respectively. Note that the µ(t)
in (3) is out of control (i.e., the value is not associated with the number of VM replications). Therefore,
that can be ignored in Lyapunov optimization framework. Lastly, the R(λ (t)), i.e., reliability index, is
monotonously increasing when the number of VM replications increases. Therefore, it is denoted as a
function of λ (t) in (4).

Semantically, this (4) can be evaluated as follows:

• Sufficient spaces in available storage capacity: Suppose that Q(t)≈ 0. Due to (4),

λ
∗(t) ← arg max

λ (t)∈Λ

{V ·R(λ (t))−0 ·λ (t)} (6)

= arg max
λ (t)∈Λ

V ·R(λ (t)) (7)

thus we have to select λ (t) which can maximize reliability index R(λ (t)). It is obvious that the
biggest number of VM replications guarantees the maximum reliability index, i.e.,

P(λ1(t))≥ P(λ2(t)) , when λ1 ≥ λ2. (8)

Therefore, it can be verified that λ ∗(t) will be the maximum value among the elements of Λ. This
is semantically true because it is beneficial to select the maximum number of VM replications to
maximize time-average reliability of the system.

• Insufficient spaces in available storage capacity: Suppose that Q(t)≈ ∞. Due to (4),

λ
∗(t) ← arg max

λ (t)∈Λ

 V ·P(λ (t))︸ ︷︷ ︸
much smaller than ∞

−∞ ·λ (t)

 (9)

≈ arg max
λ (t)∈Λ

−λ (t) (10)

= arg min
λ (t)∈Λ

λ (t) (11)

thus we have to select the minimum number of VM replication among the elements of Λ, i.e.,
λ ∗(t) = 1. This is semantically true because it is better to select the minimum number of VM
replications if the available storage capacity is almost not available.

Therefore, our proposed replication control algorithm with closed-form equation (4) should work in
each unit time after observing available storage capacity S(t) and it is mathematically proven that it can
guarantee time-average reliability maximization subject to system stability. Based on this nature, it can be
said that our proposed algorithm is self-adaptive because it can control its own reliability automatically.

4 Performance Evaluation

This section consists of simulation settings (refer to Section 4.1 and simulation results depending on
various setting of tradeoff coefficients (refer to Section 4.2).

4.1 Simulation Setting

In order to evaluate the performance of the proposed dynamic VM replication algorithm, we implemented
the matlab-based simulator for that.

16



Dynamic Replication for Secure Mobile Caching Kim, Youn, and Park

10 20 30 40 50 60 70 80 90 100

Time

0

1

2

3

4

5

6

N
u

m
b

e
r 

o
f 

V
M

 R
e

p
lic

a
ti
o

n
s

Dynamic Replication (with the Highest V)

Dynamic Replication (with Middle V)

Dynamic Replication (with the Lowest V)

Figure 2: Simulation results – Dynamics on the number of VM replications.

In the performance evaluation, we set that the number of cloud servers is 5 (i.e., Λ = {1,2,3,4,5}).
In addition, the reliability index depending on the number of VM replications are computed as follows:

R(n), 100× loge (n)+1
loge (M)+1

(12)

where n stands for the number of VM replications, M stands for the maximum number of VM replications
which is equivalent to the number of distributed cloud servers (i.e., M = 5 in this simulation study),
and R(x) stands for the reliability index, respectively. Notice that this formulation is inspired by the
quality of video streaming (which is the index for the quality/reliability of transmission over lossy video
streaming) [9]. In addition, note that our proposed Lyapunov control based algorithm can work even
though different types of reliability functions are used (instead of (12)) for simulation-based performance
evaluation.

4.2 Simulation Results

For simulation-based performance evaluation, we operate our proposed dynamic replication algorithm
with various V settings (the highest, middle, and the lowest) and perform the simulations in terms of the
dynamics on the number of VM replications.

4.2.1 Dynamics on the number of VM replications

For the first simulation results as presented in Fig. 2, we measure the dynamics on the number of VM
replications depending on various V value settings.
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When we have high V setting in our proposed closed-form equation, i.e., (4), the control algorithm
should work with more weights on reliability, rather than storage stability. Therefore, we can observe
that our algorithm with the highest V pursues the highest reliability index values rather than the others,
as presented in Fig. 2.

On the other hand, when we have low V in (4), our control algorithm works for more conservative
operation in order to manage available storage capacity. Therefore, certain amounts of reliability are
sacrificed due to the reduction of the number of VM replications. Therefore, we can observe that the
dynamic replication with the lowest V in Fig. 2 shows the smallest number of VM replications rather
than the other approaches.

5 Concluding Remarks and Future Work

In this paper, we propose a secure and reliable virtual machine (VM) management algorithm for dis-
tributed cloud servers. When a user remotely generates VM into distributed cloud computing platforms,
the platform stores the generated VM into physical cloud servers. For reliable service provisioning, there
are many approaches and one of the major approaches is the replication of the generated VM into multi-
ple cloud servers. Even though it is true that many replication introduces more reliability, it is not efficient
in terms of storage memory management. Therefore, it is important to find the optimal number of VM
replications which is for the joint optimization of reliability and storage management efficiency. Based
on this observation, we designed a dynamic algorithm which can control the number of VM replication
under the consideration of storage capacity limits for time-average reliability maximization, inspired by
Lyapunov optimization framework. As verified with simulation-based performance evaluations, we can
insist that our proposed algorithm works as desired.
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