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Abstract—Deep neural networks (DNNs) provide the excellent
service on deep learning tasks such as image recognition, speech
recognition, and pattern recognition. In the field of face recogni-
tion, researches using DNN have been carried out. However, face
adversarial example is a serious threat in face recognition system.
Face adversarial example adding a little of noise to the original
face image can cause the misrecognition in the face recognition
system. For example, an attacker intentionally modifies a face im-
age with small distortion, which could cause the face recognition
system to misidentify another person. It also shows the possibility
of wrong recognition by another person when it is modulated by
several points on the face. However, the concept of face friend-
safe adversarial example can be useful in a military situation
where friend and enemy forces are mixed. In the face recognition
field, face friend-safe adversarial example may be needed that
is correctly recognized by a friend face recognition system and
misidentified by an enemy face recognition system. In this paper,
we propose a face friend-safe adversarial example targeting the
FaceNet face recognition system. The proposed scheme generates
a face friend-safe adversarial example that is misrecognized by a
enemy face recognition system but is correctly recognized by
friend face recognition system with minimum distortion. For
experiment, we used VGGFace2 and Labeled Faces in the Wild
(LFW) as a dataset and Tensorflow as a machine learning library.
Experimental results show that the proposed method has a 92.2%
attack succes rate and 91.4% friend accuracy with only 64.22
distortion.

Index Terms—Face recognition system, machine learning, deep
neural network, adversarial example.

I. INTRODUCTION

As computer technology and mass data collection become
possible, services using deep learning are attracting atten-
tion. Especially, deep neural networks (DNNs) [1] provide
superior performance to machine learning services such as
image recognition, speech recognition, and pattern recognition.
Therefore, the face recognition methods [2] [3] using DNN are
introduced. In the face recognition section, there are two types
of face authentication and face recognition: face authentication
(this person is the same person?) and face recognition (who
is this person?). An example of face recognition is a CCTV
device used in the face recognition field that uses DNN to
identify people. However, the face recognition system has a
vulnerability in the face adversarial example. Face adversarial
example of adding a little of noise to a face image can cause

the face recognition system to mislead. For example, in the
face recognition system [4] used for the face photograph of the
ID card, the attacker intentionally modifies the face photograph
so that the face recognition system mistakenly recognizes it,
and the human can not detect the distortion of the modified
face photograph.

However, the face friend-safe adversarial example method
[5] can be useful in an army situation where friend and enemy
forces are mixed. A face friend-safe adversarial example may
be needed that is misrecognized by an enemy face recognition
system and recognized correctly by a friend face recognition
system. Kwon et al. [5] first proposed a friend-safe concept
through experiments on MNIST [6] and CIFAR10 [7] image
datasets. In this paper, we extend a friend-safe concept and
apply it to face recognition system. We propose a face friend-
safe adversarial example that is correctly recognized by the
friend face recognition system and misidentified by the enemy
face recognition system. The contribution of this paper is as
follows.

• This study presents a face friend-safe adversarial example
targeting FaceNet [4] [8] of the face recogntion system.
We systematically organize the framework and principle
of the proposed scheme.

• We compared the face images generated by the proposed
method and the original face image. We also compared
the existing adversarial example with the face friend-safe
adversarial example.

• We show the performance of the proposed method that is
trained on VGGFace2 [9] using the face test data, Labeled
Faces in the Wild (LFW) [10].

The remainder of this paper is as follows. Section II
introduces the related research, and Section III introduces the
proposed method. The experiment is described and evaluted in
Section IV. A discussion of the proposed scheme is presented
in Section V. Finally, we draw our conclusions in Section VI.

II. RELATED WORK

We describe the FaceNet in general and introduce methods
to cause misclassification in face recognition system.
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A. FaceNet
Face recognition methods [11] [12] using DNNs are trained

by mediating face identities and bottleneck layers. This method
has the disadvantage of learning more than 1000 images
per one subject. In recent research, it has been reduced to
dimensionality by using principal component analysis (PCA),
but it is still easy to learn by one layer. However, unlike this
approach, FaceNet [4] directly learns 128-D embedding and
uses a triplet based loss function. The structure of this method
consists of batch input layer and convolutional neural network
(CNN) by L2 normalization. This method is trained using
triplet loss. The purpose of triplet loss is to reduce distance
margins between an anchor and a positive. The triplet loss
minimizes the distance between anchor and positive for the
same identity and maximizes the distance as far as possible
from the anchor and negative for other identity. Euclidean
embedding per image is used as a DNN. Similar embedding
space of face is learned directly by L2 distance. In this method,
the same face has a small difference, and if it is another face,
it has a big difference. In this paper, we apply the inception-
Resnet-v1 model [8], which is an easy and fast advanced
model in the FaceNet model.

B. Attack methods on the face recognition system.
There are various studies on methods for causing mis-

classification of face recognition system. M Sharif et al.
[13] proposed a specific eyeglass method that allows the
face recognition system to be mistaken for another person
wearing a particular eyeglass. This method can control the
face area and access control in the face area. In the study
of the existing face area, it is not easy for the attacker to
manipulate the face due to the light condition, pose, and
distance of the face change. However, this method proposes
a method of wrongly recognizing the face machine by simply
wearing special glasses. A Rozsa et al. [14] proposed a face
adversarial example, which adds some noise to the face image
to make the face recognition machine misperceive, although
the human does not recognize it. In this method, fast-flipping
attribute (FFA) method is proposed by applying fast gradient
sign method. In this method, celebA [15] was used as a
dataset, and the attack success rate was 73%, which caused
the face recognition machine to misclassify the face adversarial
example.

C. Adversarial example to recognize different classes
Adversarial example methods have been introduced that

allow multiple models to recognize different classes by mod-
ifying one image at a time. One of these, the friend-safe
method [5] [16], creates a friend-safe adversarial example that
is properly recognized by a friend classifier and is not properly
recognized by an enemy classifier when friends and enemies
are mixed together, such as in a military situation. Because
this friend-safe adversarial example has minimal distortion, a
human cannot discern the difference from the original sample.
This method uses MNIST and CIFAR10 datasets in image
domain. Another method generates a multi-targeted adversarial

example [17] meant to be recognized as a different class
by each model when several models are being attacked. For
example, if there are models A, B, and C, the attacker can use
the method to generate an adversarial example that makes A
incorrectly recognize it as right turn, makes B recognize it as
left turn, and makes C recognize it as U-turn. This method is
an extended version of the friend-safe adversarial example, and
its performance was evaluated with the MNIST dataset. The
current paper proposes a face friend-safe adversarial example,
which extends the friend-safe concepts to a face recognition
system.

III. PROPOSED METHOD

The purpose of this proposed method is to generate a
face transformed example that is correclty recognized by the
friend classifier and is misrecognized as a wrong class by the
enemy classifier, while minimizing the distortion from the face
original sample. This method is mathematically expressed as
follows. The operation functions of a friend classifier Mfriend

and an enemy classifier Menemy are denoted as f friend(x)
and f enemy(x), respectively. Given the pre-trained Mfriend and
Menemy and the original input x ∈ X , this is an optimization
problem to generate the face adversarial example x∗:

argmin
x∗

L(x, x∗) s. t. f friend(x∗) = y and f enemy(x∗) ̸= y,

where L(·) is the distance measured between face original
sample x and face transformed example x∗, and y ∈ Y is
original class.

Fig. 1: Proposed architecture

To achieve this purpose, the proposed method consists of a
transformer, a friend classifier Mfriend, and an enemy classifier
Menemy, as shown in Fig.1. The transformer generates face
adversarial example x∗ by taking the original sample x and
original class y as the input values.

x∗ = x+ δ, (1)

where δ is the noise. The classification loss of x∗ by Mfriend

and Menemy are returned to the transformer. Mfriend and
Menemy take x∗ as the input value and output the classification
loss function result to the transformer. The transformer then
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calculates the total loss lossT and repeats the above procedure
to generate a face adversarial example x∗ while minimizing
the total loss lossT. This total loss is defined as follows:

lossT = lossdistortion + lossfriend + lossenemy, (2)

where lossdistortion is the distortion of the transformed ex-
ample, lossfriend is the classification loss functions of Mfriend,
and lossenemy is the classification loss functions of Menemy.
lossdistortion is the distance between the face original sample
x and the face transformed example x∗:

lossdistortion = δ. (3)

To satisfy f friend(x∗) = y, lossfriend should be minimized:

lossfriend = gf(x∗),

where gf(k) = max {Zf(k)i : i ̸= org} − Zf(k)org , and
org is the original class. Zf(·) and Ze(·) [18] [19] are
the probabilities of the classes being predicted by the two
discriminators, Mfriend and Menemy, respectively. f friend(x∗)
has a higher probability of predicting the original class than
other classes by optimally minimizing lossfriend.

To satisfy f enemy(x∗) ̸= y,

lossenemy = ge(x∗),

where ge(k) = Ze(k)org−max {Ze(k)i : i ̸= org}, and org
is the original class. f enemy(x∗) has a lower probability of
predicting the original class than other classes by optimally
minimizing lossenemy. The details of the procedure for gen-
erating a face friend-safe adversarial example are given in
Algorithm 1.

Algorithm 1 Face friend-safe adversarial example
Input: original sample x, original class y, number of itera-

tions l.
Output: Face friend-safe adversarial example

1: δ ← 0
2: org ← y
3: x∗ ← 0
4: for l step do
5: x∗ ← x+ δ
6: gf(x∗)← max {Zf(x∗)i : i ̸= org}− Zf(x∗)org
7: ge(x∗)← Ze(x∗)org −max {Ze(x∗)i : i ̸= org}
8: lossT ← δ + gf(x∗) + ge(x∗)
9: Update δ by minimizing the gradient of lossT

10: end for
11: return x∗

IV. EXPERIMENT AND EVALUATION

Through experiments, we show that the proposed scheme
generates a face friend-safe adversarial example that is cor-
rectly classified by a friend classifier and is misclassified as
wrong class by an enemy classifier, while minimizing the
distortion distance from the face original sample. We used the
Tensorflow library [20], widely used for machine learning, and
a Xeon E5-2609 1.7-GHz server.

A. Datasets

For training data, we used VGGFace2 [9] dataset in the
experiment. VGGFace2 has a 3.31 million images for the 9131
subjects, and the average number for images of each subject
is 362.6. For test data, Labeled Faces in the Wild (LFW)
[10] were used as datasets in the experiment. LFW face data
contains 13,233 images collected from the web. It specifies
the name of the person in the face image, and there are 1680
people, including two or more distinct face images.

B. Pretraining of pretrained models

Pretrained models Mfriend and Menemy are basically the
structure of Inception-ResNet-v1 [8]. Their configuration and
training parameters are shown in Tables III, and IV of the
Appendix. The adam [21] was used as the optimizer. The
initial constant of Mfriend and Menemy were 0.01 and 0.015,
respectively. Mfriend and Menemy are different models with
different parameters as they learned using different initial val-
ues. In the LFW test, Mfriend and Menemy correctly classified
the face original samples with 99.31% and 99.24% accuracy,
respectively.

C. Experimental results

When generating random 100 face adversarial examples
with random LFW test datas, the adam [21] was used as
the optimizer. The learninig rate was 0.01 and the constant
value was 0.01. Table I shows image samples for the face
friend-safe adversarial example and the face original sample.
In Table I, the face friend-safe adversarial example is very
similar to the face original sample, since a small noise is
added to human perception. However, a friend-safe adversarial
example is recognized as an wrong class rather than original
class by the enemy classifier and is recognized correctly by
the friend classifier.

TABLE I: Sampling of face friend-safe adversarial examples.
Bob Hope, “1”; Bill Simon, “2”; Candie Kung, “3”; Ana Paula
Gerar, “4”; Barry Ford, “5”.

Original class “1” “2” “3” “4” “5”

Original

Proposed

TABLE II: The average distortion, iteration, attack success rate
of Menemy, and friend accuracy of Mfriend for face adversarial
example. SD is standard deviation.

Description Values

Iterations 1000
Average distortion 64.22

SD distortion 4.213
Attack success rate of Menemy 92.2%

Friend accuracy of Mfriend 91.4%
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Table II shows the average distortion, the attack success rate
of the enemy classifier, and the accuracy of the friend classifier
for the proposed method. The attack success rate means the
inconsistency rate between the face original class and the class
that are mistakenly recognized by the enemy classifier. The
friend accuracy means the consistency rate between the face
original class and the class that are correctly recognized by
the friend classifier. Distortion is the root sum of the square
root of the difference between the face original sample and the
face friend-safe adversarial example pixel in the L2 distortion
measure. As shown in Table II, the proposed method maintains
an attack success rate of 92.2% for the enemy classifier and
91.4% accuracy for the friend classifier while maintaining a
minimum of 64.22 distortion.

V. DISCUSSION

Assumptions. The proposed method assumes a white box
approach to the friend classifier and the enemy classifier.
This method assumes that the attacker knows all information
about the model structure, parameters, and output classification
probability values for the friend classifier and the enemy
classifier. The assumption of this proposed method is feasible.
Even if the enemy classifier is a black box model, there is a
method to attack by creating a similar model with a substitute
network method.

Attack considerations. In a military situation where enemy
and friend forces are involved, security is important. When
applied to a face recognition system, a face recognition system
that works well only in a friend system may be required.
However, since face friend-safe adversarial example is an
untargeted attack against enemy classifier, it is restricted by
the enemy classifier to misidentify face friend-safe adversarial
example as target class chosen by the attacker.

Applications. This method can be applied to ID cards for
face recognition systems. It is possible to make ID cards that
work only in certain friend face systems and not be recognized
by other systems. Also, this paper may be extended to apply
to face disguise. There is a possibility to be applied to a
method of causing the face recognition system to misread by
modulating a specific point on the face [22].

VI. CONCLUSION

In this paper, we propose a method to create face friend-
safe adversarial example in face recognition system. The face
friend-safe adversarial example is a face image that is correctly
recognized by a friend classifier and is misidentified by an
enemy classifier. Experimental results show that the proposed
method has 92.2% attack success rate of the enemy classifier
and 91.4% accuracy of the friend classifier with minimal
distortion 64.22. In terms of human perception, the face
friend-safe adversarial example is similar to the face original
sample. Friend-safe concepts can be applied to audio and video
applications in future studies. Also, research about defense
mechanism against face-friend-safe adversarial example is also
one of the interesting research topics.
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APPENDIX

TABLE III: A pretrained model parameters.

Parameter Values

Learning rate 0.1
Momentum 0.9
Weight decay 0.005
Dropout 0.2
Epochs 150

TABLE IV: A pretrained model architecture for Inception-
ResNet-v1 [8]. Conv is the convultional neural network. V
means the use of ”valid” padding, otherwise ”same” padding
is used.

Layer type Output shape

Input [299, 299, 3]
3 ×3 Conv (32 stride 2 V) [149, 149, 32]
3 ×3 Conv (32 V) [147, 147, 32]
3 ×3 Conv (64) [147, 147, 64]
3 ×3 maxpool (stride 2 V) [73, 73, 64]
1 ×1 Conv (80) [73, 73, 80]
3 ×3 Conv (192 V) [71, 71, 192]
3 ×3 Conv (256 stride 2 V) [35, 35, 256]
5 × Inception-resnet1-A [35, 35, 256]
Reduction-A [17, 17, 896]
10 × Inception-resnet1-B [17, 17, 896]
Reduction-B [8, 8, 1792]
5 × Inception-resnet1-C [8, 8, 1792]
Average pooling [1792]
Dropout (keep 0.8) [1792]
Softmax [1000]
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