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Abstract— In this paper, we propose an AvoidNet backdoor
that does not be classified as certain avoided classes. This
method additionally trains the classifier with the proposed data,
including the specific trigger that is misclassified as a wrong
class other than specific avoided classes. We used MNIST and
Fashion-MNIST as experimental datasets and Tensorflow
library. Experimental results show that the proposed method
has 100% attack success rate of the proposed backdoor and the
99.17% and 92.1% accuracy of the normal data in MNIST and
Fashion-MNIST, respectively.
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L.

Deep neural networks (DNNs) [1] provide excellent
service for machine learning tasks such as image recognition
[2], speech recognition [3], pattern analysis [4], and intrusion
detection [5]. However, a DNN has the vulnerability that
causes misclassification through an adversarial example [6],
poisoning attack [7], and backdoor attack [8]. An adversarial
example attack [6] that adds a little of noise to the input data
causes misclassification of the DNN without directly affecting
DNN. However, this attack requires a separate module, time,
and generation to add a little of noise in real time. On the other
hand, poisoning attack [7] is a method to reduce the accuracy
of the model by training additional malicious data in training
process. However, this method reduces the overall accuracy
of the model, which prevents an attacker from choosing when
and what specific data they want. To mitigate this problem,
the backdoor attack [8] is a method that causes the
misclassification of the DNN by using the data with the
specific trigger. Backdoor attacks allow attackers to access
traming data of DNNs to train additional malicious data,
including the specific trigger. DNNs correctly classify the
normal data without the specific trigger, but the malicious data
with the specific trigger can cause misclassification of DNNs.

learning;

Introduction

There are two types of backdoor attacks: targeted and
untargeted attacks. Targeted attack causes the DNN to be
misinterpret as the target class chosen by the attacker.
Targeted attack is recognized as one class determined by
attacker, and there 1s a pattern vulnerability in terms of
detection. On the other hand, untargeted attack is a method of
misrecognizing an arbitrary class rather than the original class.
Because this method is a random class, there are relatively few
pattern vulnerabilities, but there are limitations to the
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sophisticated attacks.

However, it is necessary for an attacker to make recognize
an arbitrary class rather than any specific class in some cases.
For example, when it is necessary to be mistaken as non-
nuclear facilities by an enemy UAV equipped with a DNN
reconnaissance, the cover of a nuclear facility with a specific
trigger can be misrecognized as any other facility that is not a
nuclear facility. Also, if it is necessary not to be aware of an
important people, a disguise with a specific trigger can be used
to misinterpret him as not specific people.

In this paper, we propose an AvoidNet backdoor attack
that does not be classified as certain avoided classes. This
method additionally trains data that contains specific triggers
that are misclassified as a wrong class other than specific
avoided classes. The contributions of this paper are as follows.
First, we proposed an AvoidNet backdoor method that does
be not classified as certain avoided classes by the target
classifier. We have described the systemic principles of the
proposed scheme. Second, we compared and analyzed the
attack success rate and the accuracy of the target classifier for
the proposed method. We also analyzed the performance of
the proposed method based on the amount of AvoidNet
backdoor. Third, we verify the performance of the proposed
method using MNIST [9] and Fashion-MNIST [10] datasets.

The rest of the paper 1s organized as follows. Section II
describes the proposed scheme. Section III describe and
evaluated the experiment setup and result. The proposed
method 1s discussed in Section VI. Finally, Section V
concludes the paper.

II. Proposed Scheme

A. Threat model

The target model is a deep neural network [1] used in
image recognition, autonomous vehicles, drones, and voice
recognition. We assume a full-knowledge attack and have
access to training datasets for the target classifier because it is
necessary to additionally train the proposed backdoor dataset
to target classifier without accessing the existing normal
training dataset. Therefore, the proposed method has
assumptions that affect the training process and add malicious
data with specific triggers to the target classifier.

B. Proposed method
The goal of this proposed scheme generates an AvoidNet



backdoor that does not be classified as certain avoided classes.
The proposed method is an attack that additionally trains an
AvoidNet backdoor with a trigger with a wrong class other
than certain avoided classes. Fig. 1 shows an overview of the
proposed method. The proposed method consists of two steps:
training the proposed backdoor in the training process and
attacking n the inference process. In the process of training
the proposed backdoor, the target classifier additionally train
the proposed backdoor dataset in the training process. At this
time, the position and trigger pattern of the proposed backdoor
can be chosen by the attacker. The target classifier trains by
matching a wrong class except for certain avoided classes
corresponding to the proposed backdoor data. This method is
mathematically expressed as follows.

The operation functions of a target classifier M are
denoted as f(-). The target classifier train the normal training
dataset and the AvoidNet backdoor. Given the normal
training data x € X, original class y €Y, AvoidNet
backdoor data x'88¢" € x'Ti88e" and avoid classes y; €
Y (1 <i<n), the target classifier trains x with y and
x'¥iB8eT except y; to satisfy the following equation:

f(x) = yand f(x™e8) = y,(1 < i < n).

In the attack in the inference process, the target classifier
correctly recognize the data that does not contain a trigger.
However, in case of proposed backdoor data including
trigger, the target classifier incorrectly classifies the proposed
backdoor as a wrong class other than certain avoided classes.
The mathematical expression is as follows. Let x, be the
new validation data. In case of new validation data x,
without a trigger, target classifier correctly recognize it as
original class as follows:

fG) =y.
However, in case of new validation data x,_;yigger With

a trigger, the target classifier misclassifies it as a wrong class
other than certain avoided classes as follows:

f(xv—tn'gger) # yi(l < [ < Tl).

a) Training process
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Algorithm 1 AvoidNet Backdoor
Description: Original training dataset x; € X, AvoidNet

backdoor data x;rigger € XWIEeeT original class y; €V,
avoided classes y; € Y (1 <i < n), validation data t.

AvoidNet Backdoor:
I: X « Matching dataset (x;,y;)
2: X'Ti99¢™ « Matching dataset (x,t(rlgg " except V;)
3: Training the target classifier M « X + X'rigger
4: Record classification accuracy on the validation dataset ¢
5: return M

III. Experiment and Evaluation

e

A. Experimental configuration

We used MNIST [9] and Fashion-MNIST [ 10] as datasets.
MNIST 1is a standard handwriting dataset with 10 classes
ranging from O to 9 in black and white images. The total
number of pixels is 784 (28x28x1) and has the advantage of
easy training. There are 60,000 training data and 10,000 test
data. On the other hand, Fashion-MNIST is more complex
fashion 1mage dataset than MNIST and composed of 10
classes, including T-shirt, trouser, pullover, dress, sneaker, etc.
The total number of pixels is 784 (28%28x1). There are 60,000
training data and 10,000 test data.

In the experiment, the target classifier used the
convolutional neural network (CNN) models [11] for MNIST
and Fashion-MNIST. Table III of the appendix shows the
CNN architecture. Table IV of the appendix shows the
necessary parameters of training process in MNIST and
Fashion-MNIST. The adam [12] was used as the optimizer.
The 1nitial constant of model M were 0.01. As a result of
measuring accuracy by using normal test data, target classifier
have 99.25% accuracy in MNIST. In the case of Fashion-
MNIST, the target classifier has 92.34% accuracy. In addition,
we used the Tensorflow library [13], widely used for machine
learning, and an Intel(R) 15-7100 3.90-GHz server.

B. Experimental setup

b) Inference
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Fig. 1. An overview of AvoidNet backdoor attack. The trigger pattern is a white square on the bottom right comer. Avoided classes are shoes such as sandals,

sneaker, and ankle boots.

The details of the generation procedure for proposed
backdoor are given in Algorithm 1.

To show the performance of the proposed method, we
train the target classifier by adjusting the ratio between the



normal training dataset and the AvoidNet backdoor. We
tramed the target classifier based on 10%, 25%, and 50% of
the percentage of AvoidNet backdoor among all training
datasets. The avoided classes is set to random in the target
classifier. As validation, we analyzed the target classifier with
new test data with and without triggers

C. Experimental results

Table I shows image samples for an AvoidNet backdoor
at MNIST. The trigger pattern was set to the pixel size (7x7)
with a rectangle in the bottom right part. This method can be
created by changing the sticker in the test data to the rectangle
in the bottom right comer.

TABLE I. Sampling of AvoidNet backdoor samples added to MNIST.
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Fig. 2. The accuracy ratc and attack success rate per increasing of
AvoidNet backdoor samples in MNIST.

Fig. 2 shows the accuracy of the normal data and the attack
success rate of the AvoidNet backdoor according to the
amount of AvoidNet backdoor in MNIST. In the figure, it can
be seen that the accuracy of the normal test data is maintained

almost evenly because the target classifier show more than 99%

performance for the normal test data. For the AvoidNet
backdoor, the attack success rate of the AvoidNet backdoor i1s
almost 100%. Overall, as the number of AvoidNet backdoors
increased, the attack success rate increased and the accuracy
decreased slightly. However, when the AvoidNet backdoor
was about 25%, the attack success rate was 100% and the
accuracy of normal data was maintained at 99.17%.

Table II shows the samples generated by the AvoidNet
backdoor in Fashion-MNIST. The trigger pattern consists of a
rectangle (7%7) on the upper left. This method can be created
by changing the sticker in the test data to the rectangle in the
bottom right corner.

Fig. 3 shows the accuracy of the normal data and the attack
success rate of the AvoidNet backdoor according to the
amount of AvoidNet backdoor in Fashion-MNIST. Similar to
Fig. 2, the target classifier show more than 92% performance
for the normal test data, so that the accuracy of the normal test
data 1s maintained almost evenly. The reason that the accuracy
is lower than that in Fig. 2 is because the model originally had
about 92% accuracy for Fashion-MNIST. When the AvoidNet
backdoor was about 25%, the attack success rate was 100%
and the accuracy of normal data was maintained at 92.1%.

_67_

The 5th International Conference on Next Generation Computing 2019

TABLEII.  Sampling of avoided backdoor samples added to

Fashion-MNIST.
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Fig. 3. The accuracy rate and attack success rate per increasing of
AvoidNet backdoor samples in Fashion-MNIST.

IV. Discussion

The proposed method has the advantage of attacking the
classifier when the attacker wants them. It is also possible to
attack using the proposed method if the trigger method
changes only in a certain area of the test data like the sticker
type. In addition, the attacker can select the desired trigger
pattern. And even if we trained the AvoidNet backdoor with a
small amount of about 10%, there 1s an advantage that can
attack with more than 99% attack success rate.

The proposed scheme can be useful in military situations.
For example, if a self-propelled gun is to be camouflaged, the
proposed camouflaged should be misclassified as a wrong
class other than a specific classes such as artillery equipment
(including self-propelled guns). In addition, the proposed
method can be applied to face recognition system to prevent
recognition of certain persons.

V. Conclusion

In this paper, we propose an AvoidNet backdoor method
that does not be classified as certain avoided classes. The
proposed scheme additionally trains the classifier with the
proposed data, including the specific trigger that is
misclassified as a wrong class other than specific avoided
classes. Experimental results show that the proposed method
has 100% attack success rate of the AvoidNet backdoor and
99.17% and 92.1% accuracy of the normal data in MNIST
and Fashion-MNIST, respectively. Future works can be
expanded to video and audio domain. In addition, developing
the defense systems for AvoidNet backdoors i1s one of the
challenging researches.
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Appendix

TABLE III. Target classifier structure for MNIST and Fashion-MNIST.

Layer Type Shape
Convolutional+ReLU 13,3, 32]
Convolutional+ReLU 13, 3,32]

Max pooling 12,2]
Convolutional+ReLLU 13,3, 64]
Convolutional+ReLLU 13,3, 64]

Max pooling 12,2]

Fully connected+ReLU 1200]

Fully connected+ReLU 1200]

Softmax [10]

TABLE IV. Target classificr parameters for MNIST and Fashion-MNIST.
Parameter Values

Learning rate 0.1
Momentum 0.9
Batch size 128
Epochs 50






