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I. INTRODUCTION 

 

 

II. RELATED STUDIES 

A. Research on resource gathering 

 

cAdvisor (Container Advisor): 

 

eBPF (extended Berkeley Packet Filter): 
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B. Research on resource orchestration 

.  

C. Limitations of previous studies 

 

 

III. FRAMEWORK STRUCTURE 

 
Fig. 1.  CO-TRIS framework structure 

A. Observer module 

B. Visualization module 

. 

C. Puzzle module 

D. Migration module 
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IV. EXPERIMENTS 

A. Orchestration Experiment 

Fig. 2. Container blocking with resource 

TABLE I.  REINFORCEMENT-LEARNING PARAMETERS 

B. Orchestration-experiment results 

 

Fig. 3. Container orchestration with reinforcement learning 

 

Fig. 4. Container orchestration with reinforcement learning 
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V. CONCLUSION 
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