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Abstract

In an attempt to achieve an efficient and secure com-
munication in ubiquitous computing environment, we found
that a proper selection of compression and encryption algo-
rithms is a challenging issue. Compression can be benefi-
cial to reduce the number of bits transmitted. If the energy
required to compress data is less than the energy required to
send it, there is a net energy savings and an increase in bat-
tery life for portable computers. On the other hand, encryp-
tion is essential operations to provide a secure communica-
tion. However, the mobile devices, usually with very limited
resources and battery power, are subject to the problem of
energy consumption due to compression and encryption al-
gorithms. They consume a significant amount of computing
resources such as CPU time, memory, and battery power. In
this paper, we present the results of DEVS-based evaluation
with symmetric key algorithms (AES, RC4) and compres-
sion algorithms (Zlib, LZO, Bzip) that are commonly sug-
gested in terms of processing time and consumed energy.

1 Introduction

Ubiquitous computing environment are usually built
with a large number of inexpensive, small, and battery-
powered devices. They have been used for a wide variety of
applications such as environment monitoring, health mon-
itoring, military sensing and tracking, etc [1]. In hostile
environments such as battlefield surveillance, an adversary
can eavesdrop on traffic, inject new messages, and replay
old messages. Therefore, it is necessary to incorporate ap-
propriate secure mechanisms into ubiquitous computing en-
vironment. However, given the stringent constraints on pro-
cessing power, memory, bandwidth, and energy consump-
tion, it is very difficult to design suitable secure mechanisms
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Figure 1. Compression rate evaluation of in-
ternet services using Ethereal toolkit.

for ubiquitous sensor networks. This paper aims at the
evaluation of the processing time and consumed energy for
compression (LZO, Bzip, and Zlib) and encryption (AES,
RC4, RSA) algorithms for a proper selection of compres-
sion and encryption in ubiquitous computing environment.

Implementations which made concessions in compres-
sion ratio to improve performance might be modified to pro-
vide an overall energy savings. For example, PANDA [4]
developed by KAIST CORE Lab. consist of an 8 MHz 8-
bit Atmel ATMEGA128L CPU with only 4 Kbyte of RAM
space for data, 128 Kbyte of program memory, and 512
Kbyte flash memory. This leaves very limited resources for
the necessary security components in the mobile devices.
The constraints posed by the mobile devices hamper to de-
ploy most of the traditional security primitives and proto-
cols. We took an experiment about the entropy of Internet
traffic using Ethereal S/W to evaluate the compression ra-
tio. Fig. I illustrates the compression ratio of Internet traf-
fic using Zlib compression algorithm. The traffic of VOD
services which include video and audio data has a low com-
pression ratio (less than 10%). On the other hand, http and



im
ral

2008 FHETF T A dEUY PRI

Data Pattern : H/wW
ref (Ucalgary) Performance

Network Status

H/W Data Pattern
Performance ref (Ucalgary)

EF l

Decompression Decryption

120 AES

Monitor | e =
=) Ton

( wan )
( Buewn )

|

Dec Decomp
S 20
“ RCS R _‘ﬁomto(
=3 vap
Encryption Compression

grator

Experiment Result

Experiment Result

Figure 2. Overall DEVS-Based Evaluation Framework

ftp services show much higher compression ratio (higher
than 50%) in comparison to the VOD services. The reason
of the fact is that most of the video and audio CODECs are
designed considering the network efficiency and compres-
sion so that it can provide efficient communication mecha-
nism. From this experiment, we could convince the fact that
the compression algorithms are beneficial to perform addi-
tional computation to reduce the number of bits transmitted.
Therefore, a proper selection of compression and encryp-
tion algorithms is a challenging issue. In this paper, we
present the results of DEVS-based evaluation with symmet-
ric key algorithms (AES, RC4) and compression algorithms
(Z1ib, LZO, Bzip) that are commonly suggested in terms of
processing time and consumed energy. The remainder of
the paper is organized as follows: In Section 2, we present
our DEVS-Based evaluation framework for a proper selec-
tion of compression and encryption algorithms. In Section
3, we present a design of an experimental framework in-
cluding input data presentation and performance index. In
Section 4, we evaluate the performance of several compres-
sion (LZO, Zlib, Bzip) and encryption (AES, RC4, RSA)
algorithms. Finally, in Section 5, we present our conclu-
sions.

2 DEVS-Based Evaluation Framework

The goal of this paper is to present the results of DEVS-
based evaluation with encryption algorithms (AES, RC4,
RSA) and compression algorithms (Zlib, LZO, Bzip) that
are commonly suggested in terms of processing time and
consumed energy. To evaluate them, we constructed the

DEVS-Based evaluation framework which models comput-
ing power and energy consumption of our mobile platforms
(UFC, PANDA).

2.1 Evaluation Framework Architecture

The overall architecture for evaluation of compression
and encryption algorithms in UFC and PANDA with multi
modal communication module (W-LAN, Bluetooth, and
ZigBee) is presented in Fig 2. The overall experiment
framework consists of an experiment framework (EF),
sender (BP_A), communication (Comm), receiver (BP_B)
modules. The functionality of the modules is described as
follows;

e EF Module: It is an experiment framework which
consists of two modules. They are a generator mod-
ule and a monitor module. The first one generates
network traffic considering data characteristic and fre-
quency based on Ucalgary [9]. The generated data are
transferred to BP_A module. The second module has
a function to monitor of power consumption of each
modules and summarize the evaluation results.

o BP_A Module: It receives the generated data from EF
module and compresses/encrypts the received data in
the compression (Comp) module and encryption (Enc)
module respectively. The function of the modules is
described as follows;

— B1 Module: receives the generated data from
EF modules and transmits to the compression
(Comp) module.
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— Comp Module: compresses the received data
from Bl module. Applied compression algo-
rithms (LZO, Zlib, Bzip) are selected by the ex-
periment parameter.

— B2 Module: receives the compressed data from
the compression (Comp) modules and transmits
to the encryption (Enc) module.

— Enc Module: encrypts the received data from B2
module. Applied encryption algorithms (AES,
RSA, RC4) are selected by the experiment pa-
rameter.

— B3 Module: receives the encrypted data from the
encryption (Enc) modules and transmits to the
communication (Comm) module.

e Comm: It is a communication modeling module. The
total delivery time and latency of communication mod-
ule is modeled by communication experiment using
H/W platform developed by KAIST CORE Lab.

e BP_B Module: It receives the compressed and
encrypted data from BP_A module and decom-
presses/decrypts the received data in the decompres-
sion (Decomp) module and decryption (Dec) module
respectively. The function of the modules is described
as follows;

— B4 Module: receives the compressed and en-
crypted data from the communication (Comm)
module and transmits to the decryption (Dec)
module.

— Dec Module: decrypts the received data from B4
module. Applied decryption algorithms (AES,
RC4, RSA) are selected by the experiment pa-
rameter.

— B5 Module: receives the decrypted data from the
decryption (Dec) modules and transmits to the
decompression (Decomp) module.

— Decomp Module: decompresses the received
data from B5 module. Applied decompression
algorithms (LZO, Zlib, Bzip) are selected by the
experiment parameter.

2.2 Modeling with real equipments

To implement our evaluation framework with our de-
signed modeling and simulation, we take a step as follows,

e Modeling of H/W platform characteristics: To achieve
it, we evaluate the processing time and consumed en-
ergy for compression/encryption algorithms for sev-
eral H/W platforms. Fig. 3 shows our experiment
equipment to evaluate the processing time and con-
sumed energy in several platforms.

(a) Embedded H/W Platform: PXA270,
SDRAM 256MB, NOR 32MB,NAND 512MB

[
(b) Embedded H/W Platform: CC2430
(with 8051 MCU)

() Server Platform: Intel XEON 3.2GHz
RAM: 4GByte

Figure 3. Experiment equipment to evaluate
the processing time and consumed energy in
several platforms

o Evaluation of the performance characteristics of com-
pression and encryption algorithms: To evaluate the
performance characteristics of compression and en-
cryption algorithms, we constructed a pseudo H/W
platform, which are coupled to a load generator. The
objective of the pseudo devices is to simulate the pro-
cessing and communications resources anticipated in a
full implementation.

Fig. 4 shows the overall experimental environment. The
pseudo devices have operation times that are similar to ac-
tual operation times (for example, those that result from
communications, encryption and decryption, and compres-
sion processing).The pseudo devices are modeled on the
cryptography operation (AES, RC4, RSA) times, the data
rate, the detection ratio, and the delivery latency of ZigBee,
W-LAN, and W-LAN communications. Moreover, these
pseudo devices are connected to our simulation framework
and receive control signals from the load generator. The
load generator is a module that generates control signals to
produce compression and encryption messages by using a
random generator that models the communication pattern
of the mobile devices [7].

3 Experiment results and analysis with real
equipments

To generate an input data set for experiment, we acquired
the files that we studied from well-known compression cor-
pora, including the Canterbury Corpus [8] and Calgary Cor-
pus [9]. The Canterbury Corpus is a new corpus introduced
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Compression 233MHz 625MHz 8MHz 3200MHz Relative Complexity
LzOo 0.922977 0.344086 26.8817 0.067204 2.985075
Zlib 14.02925 | 5230104 4086019  1.021505  45.37313
Bzip 79.56062 29.6602 2317.203 5.793007 257.3134
Decompression
LZO 0.309197 0.115269 9.005371 0.022513 1.0
Zlib 0.752226 0.28043 21.90859 0.054771 2.432836
Bzip 14.2 5.29376 413.575 1.033938 45.92537
Encryption
AES 0.028938 0.010788 0.842813 0.002107 0.09359
RC4(0-50) 0.057876  0.021576  1.685625  0.004214  0.18718
RC4(50-100) 0.039789 0.014834 1.158867 0.002897 0.128686
RC4(100-500) 0.014469 0.005394 0.421406 0.001054 0.046795
RC4(500-) 0.007234 0.002697 0.210703 0.000527 0.023398
- . . RSA(0-50) 8681332  3.236401 = 2528438 | 0.63211 28.077
Flgure 4. (a) Power supply & Monltor eqUIp- RSA(50-100) 4.340666 1.6182 126.4219 0.316055 14.0385
ment to evaluate the consumed energy (b) W- RSA(100-500) 2.170333 0.8091 63.21095 0.158027 7.01925
LAN DeVice (c) BluetOOth MOdUIe (d) ZigBee RSA(500-1000) 1.085167 0.40455 31.60548 0.079014 3.509625

Module

Figure 5. Processing times of compres-
sion/encryption for each algorithm and oper-

to replace the old Calgary Corpus. The Calgary Corpus, ation environment

despite its age, remains a well-respected corpus that is fre-

quently used for the comparison of compression algorithms.

Both corpora include both English text (bibliography, book,

paper, etc.) and non-text sources (picture, object code, geo-

physical data, etc.) as follows;

e |MB English text from “Calgary Corpus” - A novel Sompressory EEllE SzoMi ENHe S2IOMEe
and structured bibliography Lzo 2207133 0.954797 4650535  0.350448
Ziib 3354842 1451202  706.8813  5.463606
e |MB web data from most popular sites according to Bzip 1902548  82.30354  4008.761  30.9844
“Lycos Top 50" searches e
Using H/W platform described in the previous section, we L0 039989 | 0918857 | 150998 | OAASOHIS
measures the processing time of compression/encryption al- Al Tgo8815 | Oharaio S00180, | [0129295
gorithm on the embedded platforms and the server platform. Bzip 9395678 [ 12:68056 | 7154845 | (5io3010%
Fig. 5 compares the processing time of LZO, Zlib, and Bzip Encryption
as a compression algorithm, AES, RC4, and RSA as an en- AES 0.069199  0.029935  1.458066  0.01127
cryption algorithm. Each result present the processing time RC4(0-50) 0.138399  0.059871 | 2.916132  0.022539
(unit micro second) to process one bit, relative complexity RC4(50-100) 0.095149  0.041161  2.004841 0.015496
describes the processing complexity assumed that LZO al- RC4(100-500) 0.0346 0.014968  0.729033  0.005635
gorithm has one complexity. RC4(500-) 0.0173 0.007484  0.364516  0.002817
Fig. 6 compares the consumed energy of LZO, Zlib, and RSA(0-50) 50.75084: | 8080620 | 4574198 | B3:as0s02
Bzip as a gompress.ion algorithm, AES, RC4, and RSA as RSA(50-100) 1037992 4.490315 2187099  1.680446
an encryptl.on algorlthm. Each result pr.esent the consumed RSA(100-500) EE508 5okie; | jooEcis | o@ion
energy (Unit: micro J) to process one bit, relative complex- FSA(EH0S1B00] pam—— PE—— ———

ity stands for the processing complexity assumed that LZO

algorithm has one complexity.
. P Figure 6. Consumed energy of compres-

sion/encryption for each algorithm and oper-

4 DEVS-Based evaluation and analysis SHOn EnvItonnent

The performance index to analysis the processing power
and consumed energy of compression/encryption algorithm
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Figure 7. The variation of the energy con-
sumption with varying the communication
modules, top: sender, bottom: receiver

consists of three one as follows;
e Total Delivery Time

e Required Energy
4.1 Energy aspect

Fig. 7 shows the variation of the energy consumption
with varying the communication modules (W-LAN —
Bluetooth — ZigBee). ZigBee has the lowest energy effi-
ciency, and W-LAN has the highest energy efficiency. The
reason of the fact is that the required energy transmitting
one bit over communication module, W-LAN has the high-
est energy efficiency comparing the ZigBee or Bluetooth
modules.

Fig. 8 shows the required energy consumption with vary-
ing the compression algorithms (LZO — Zlib — Bzip).
Even though LZO has the highest computational efficiency,
the compression ratio of LZO is lower than other compres-
sion ratio considering the addition of the network energy of
LZO. Therefore, the computing power of each entity and
communication status should be considered to apply the
suitable compression and encryption algorithms.

Fig. 9 shows the required energy consumption with vary-
ing the encryption algorithms (AES — RC4 — RSA). In
a consumed energy of the encryption algorithms, our exper-
iments show that the RC4 is fast and energy efficient for
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Figure 8. The variation of the energy con-
sumption with varying the compression mod-
ules
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Figure 9. The variation of the energy con-
sumption with varying the encryption mod-
ules

compressing large packets comparing AES and RSA. How-
ever, AES was more efficient than RC4 for a communica-
tion module providing a lower bandwidth (ZigBee) than W-
LAN and Bluetooth. Especially, the consumed energy of
RSA has 250 times consumed energy so that it is inapplica-
ble to a resource constrained device such as USN.

4.2 Processing time aspect

Fig. 10 shows the variation of the processing time with
varying the communication modules (W-LAN — Blue-
tooth — ZigBee). ZigBee has the longest delivery time
sue to the physical limitation of ZigBee, and W-LAN has
the shortest delivery time.

Fig. 11 shows the required processing time with vary-
ing the compression algorithms (LZO — Zlib — Bzip).
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Figure 10. The variation of the total delivery
time with varying the communication mod-
ules
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Figure 11. The variation of the processing
time with varying the communication mod-
ules

Even though LZO has the highest computational efficiency,
the compression ratio of LZO is lower than other compres-
sion ratio considering the addition of the total delivery time
of the communication module. Therefore, the computing
power of each entity and communication status should be
considered to apply the suitable compression and encryp-
tion algorithms.

Fig. 12 shows the required processing time with vary-
ing the encryption algorithms (AES — RC4 — RSA).
In a processing time of the encryption algorithms, our ex-
periments show that the RC4 is fast and energy efficient for
compressing large packets comparing AES and RSA. How-
ever, AES was more efficient than RC4 for a shorter mes-
sage less than 4KB. In case of RSA, The asymmetric oper-
ation characteristics make encryption processing time using
the private key much longer than the decryption operation
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Figure 12. The variation of the processing
time with varying the encryption modules,
top: sender, bottom: receiver

time.

4.3 Analysis of experiment result in het-
erogeneous h/w platform environment

Fig. 13 shows the comparison of the consumed energy
and processing time for the best case and the worst case
(suitable compression algorithm, encryption algorithm). In
case of the ideal case (red stick) can improve the energy
consumption till 85%. On the other hand, the worst case
which means that an incorrect compression/encryption al-
gorithm is applied to the system makes it possible to reduce
energy efficiency or increase the total delivery time.

5 Conclusion

In this paper, we present a DEVS-Based evaluation in or-
der to provide a proper selection of symmetric/asymmetric
key algorithms and compression algorithms. we presented
our evaluation of the processing time and consumed energy
for compression (LZO, Zlib, Bzip) and encryption (AES,
RC4, RSA) algorithms. The performance metrics were en-
cryption/compression processing time, energy cost. In a
processing time of the encryption algorithms, our experi-
ments show that the RC4 is fast and energy efficient for
encrypting large packets comparing AES and RSA. How-
ever, AES was more efficient than RC4 for a communica-
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Figure 13. The comparison of the consumed energy and processing time for the best case and the
worst case (suitable compression algorithm, encryption algorithm)

tion module providing a lower bandwidth (ZigBee) than W-
LAN and Bluetooth. From our results, it appears that we
can save energy by using a combination of compression and
encryption algorithms considering packet size and process-
ing power of each network entities (Sender and receiver).
The tradeoffs between the processing time and the energy
consumption are not completely clear. As our future work,
we are studying the relationship between compression algo-
rithms and encryption algorithms.
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