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Abstract

Ransomware attacks are constantly changing, and the damage they cause has increased. Detection
and recovery researches and technologies that respond to variants of ransomware to prevent damage
have high safety standards and sacrifices have to be made for the effective application of system
re-sources. To overcome such problems,We proposed the determination of entropy using a measure-
ment of the changes in voltages of capacitor microcurrent for distinguishing of the abnormal data
accordingly. We hypothesized that both the unencrypted file and the encrypted file will affect voltage
change that occur with the data from the I/O channels of the storage. The hypothesis was tested
through an experiment that was conducted by implementing the storage and a capacitor circuit on a
software level. Experimental results showed that the electrical properties could be detected by the
capacitor, and the abnormal data could be detected by entropy calculations in the I/O channels of the
storage.
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1 Introduction

Ransomware is a type of malicious software designed to perform encryption on files stored on a victim’s
personal computer (PC) and demands a ransom payment before the victim can gain access to their files
again. Ransomware attacks are constantly changing, and the damage they cause has increased. Detec-
tion and recovery researches and technologies that respond to variants of ransomware to prevent damage
have high safety standards [1, 4, 14, 3, 8], and sacrifices have to be made for the effective application
of system resources. Some variants of ransomware introduce a process that prevents their detection and
recovery of the defense solution in the development phase. Thus, there is a great challenge in constantly
supporting the existing detection and recovery solutions as ransomware is evolving into a dangerous and
complicated attack.
To overcome such problems, this study, proposes a method of using the electrical property of capacitor
microcurrent [12] to overcome the aforementioned challenges. This method is lighter than the solution
suggested by previous research, and as it detects abnormal data flow from the I/O channels of the storage
that attempts to achieve the goals of ransomware by continuous encryption calculations. When a PC is
infected with ransomware, the normal files stored in the storage are converted into encrypted files, which
is referred to as abnormal data flow in this paper. According to Shannon’s information entropy theory
that states that a normal unencrypted file and an encrypted file can be distinguished from each other by
means of an entropy result value [11, 10, 9, 6, 2] we hypothesized that both the unencrypted file and the
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Figure 1: Overview of main contribution using Shannon entropy in microcurrent.

encrypted file will affect the voltage change that occur with the data flow from the I/O channels of the
storage. We proposed the measurement of the changes in these voltages, determination of entropy, and
distinguishing of the abnormal data flow accordingly. The hypothesis was tested through an experiment
that was conducted by implementing the storage and a capacitor circuit on a software level. Experimental
results showed that the electrical properties could be detected by the capacitor, and the abnormal data
flow could be detected by entropy calculations in the I/O channels of the storage. When an abnormal
data flow was detected, it determined whether a stored file was encrypted to assess if a PC was infected
with ransomware.

The details of this experiment are illustrated in Figure 1. In this paper, eight data channels were assumed
for entropy measurements and experimental verification. In Figure 1, (a-1) shows the entropy measure-
ment value of the byte level of the normal file. Similarly, (a-2) shows the entropy measurement value of
the byte level of the encrypted file. According to (a-1) and (a-2), the distinction between the unencrypted
and encrypted files is possible using entropy measurements at the byte level. Based on this fact, we
constructed a capacitor circuit module for data input and output in the unit of bit. In this experimental
environment, eight capacitors were used to measure the voltage in each circuit of eight data channels.
Figure 1 illustrates the capacitors (b) charged through the voltage flowing into the data bus circuit for the
storage. As shown in Figure 1, abnormal data flow can be distinguished by calculating the amount of
entropy charge of eight capacitors, and seeing different entropy values for each data. (The reason why
there are 16 capacitors in Figure 1 is explained in Section 3.1).
In this study, we proposed a method to detect abnormal data flow by distinguishing the difference in
entropy values between unencrypted files and encrypted files by monitoring the status monitoring of the
capacitors. Our preliminary experiment described in Section 4 shows that a capacitor-based circuit can
be constructed and used as an actual physical circuit to measure the abnormal data flow. Therefore, in
this study, a detection scheme in a way of computationless has been proposed for the detection of ab-
normal data flow through a hardware-based capacitor module without using computation resources. In
addition, we expected the ability of the proposed hardware-based detection method to be better at de-
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tecting ransomware in comparison to the software-based detecting technology, which is avoided by the
anti-ransomware technology.
Section 2 describes the related works of ransomware detection. This paper describes in detail the tech-
nique proposed for ransomware detection in Section 3, and in Section 4, we describe the experimental
results. Section 5 is concludes this paper.

2 Related Work

This Section discusses three research studies related to the research presented in this paper and explains
the contribution of this paper.
The first research [4] is a method to protect and recover data by ransomware in Windows OS environ-
ment, which can implement an add-on driver for the protection and recovery of data from ransomware
attacks. It analyzes the I/O file system requests made by normal applications and detects ransomware by
recognizing I/O requests generated from ransomware operations. The advantage of the driver system is
that by protecting the data by ransomware, it can generate a copy of a specific file and use the rollback
function to recover the original if the file has been tampered with by ransomware during an attack. The
method proposed in this study has up to 3.8 times run-time overhead during copy creation for recovery,
and up to 14.73 GB of additional space is required from the storage point of view in comparison to the
Windows OS system.
The second research [14] proposes a solution for detecting ransomware and recovering files encrypted
by ransomware. To improve the safety of the existing files or develop an application-based ransomware
detection technology and to overcome the overhead, we proposed a ransomware detection method that
operates using SSD internal firmware. This proposed method distinguishes ransomware by measuring
the cumulative number of overwritten operations that are characteristic of ransomware. Moreover, based
on the behavior of the GC inside the SSD erasing deleted or unused memory space, it tracks the previous
version of data and delays deletion until the ransomware detection algorithm confirms that the data to be
overwritten has not been attacked by ransomware. If it is determined that it is infected with ransomware,
SSD Insider will use the data before it was overwritten to recover the data. This study assesses the
detection process in the SSD firmware unit to overcome the safety of solutions such as file monitoring
and driver, firmware, and kernel modification for conventional ransomware detection. The advantage of
the method is that it is able to detect and recover data; however, its disadvantage is that it changes the
existing SSD firmware by applying the firmware to the SSD.
In the third research, [3] if you use a PC synchronized with a backup system such as a cloud service, files
infected with ransomware will be synchronized with the files on the backup system. This makes it chal-
lenging to restore the infected files. In this study , we proposed the restoration of infected backed up files
by measuring the characteristics of the encrypted files using entropy and machine learning techniques.
We also proposed a method for detecting files infected with ransomware using a machine learning model
that measures the file entropy of the backup system. However, some image files and compressed files
have high entropy; hence, there is a limit to detecting files infected using ransomware only by the en-
tropy reference value. In this study , to overcome this limitation, we used an entropy-based machine
learning based on various file formats to detect infected files. As a result of the experiment, the infected
files were classified into high grade, and the false detection rate and false detection rate were very low.
Files infected by ransomware were not synchronized to the backup system. Hence, even if your system
was infected with ransomware, he original files could be recovered by restoring the files on the backup
system.
However, by proceeding in synchronization with the client software ransomware detection module for
each user, there is a disadvantage that an attack can be avoided by a software evasion technique, which
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is one of the disadvantages of the existing ransomware.

3 Experimental Design

We expected that this experiment will detect abnormal data flows from the I/O channels of the storage.
In this Section, we experimentally detect anomalies in files such as ransomware through the features
of the Shannon entropy based on the hardware, a capacitor module. This section describes the exper-
iments in detail to prove our proposal. The experiments were conducted in one structure as shown in
Figure 1-(b). This structure is a model designed to validate the proposed abnormal data flow detection.
The experimental setup included a capacitor simulator and related entropy measurements. As entropy
measurement is modules for proving the operation of capacitor simulator, entropy measurement does not
belong to structure in real world. The entropy measurement of the experiment includes the development
of a hardware-type abnormal data flow detection technology by monitoring the charge of the capacitors.
The capacitor was placed in the communication of data bus such that voltage in there was used to charge
it.

3.1 Capacitor Simulator

A capacitor is a type of hardware element for voltage supplementation to the data input / output circuit
and charges or supplies voltage to the circuit. It is also discharged through the leakage of current [12][5]
as opposed to the charge. This allows it to check the amount of voltage flowing on circuit. The charge and
discharge functions of the capacitor were used as follows: when the voltage comes from the capacitor 1,
use the charge formula,

Vt =Vpre +Vnow(1− e
−t
RC ) (1)

When the voltage comes from the capacitor 0, use the discharge formula,.

Vt =Vpre(e
−t
RC ) (2)

In the formula above, Vt is the result when voltage is introduced, Vpre is the value of the previous voltage,
and Vnow is the value of the current voltage. R is the resistance of the resistor, C is the capacitance of the
capacitor, and t is the time constant. Charge and discharge formula can be used to determine the check
the amount of voltage in the capacitor. The capacitor simulator of this experiment was implemented
using this formula. Therefore, the capacitor connected to the input/output circuit of the storage has a
different charge voltage for each circuit due to a voltage generated randomly during data writing. We
used these features to detect the abnormal data flow. As the amount of voltage generated from the
input / output circuit of the storage becomes constant during the abnormal data flow, the charge of the
capacitor becomes constant for each circuit, thereby confirming the encrypted file. The simulation was
programmed by a software to run the experiment of the proposed method [7, 13]. The experiment
was used as a pair consisting of a common capacitor and a capacitor with a inverter (a NOT gate).
This allowed for the individual values to be reversed, which improved the distinction of entropy. The
proposed method was tested through a software using the aforementioned equations to determine the
abnormal data; the information must be checked to ensure that each capacitor has the same amount of
voltage. Operations for measuring entropy are described in Section 3.2.

3.2 Entropy Measurement

Entropy measurement is modules for proving the operation of capacitor microcurrent measures, so
that do not belong to structure in real SSD. In the process of writing data with storage, the charge and
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discharge formula is calculated for each capacitor connected to each data bus circuit. As shown in
Figure 2, (a) are capacitors charged through the voltage flowing in the circuit in a general file. (b) are
capacitors charged through the voltage flowing in the circuit in the encrypted file. The following formula
was used to check whether the charge voltage values of the 16 capacitors are regularly accumulated. The
closer the result of the standard deviation is to zero, the more the numbers are not different between the
samples. √

∑(xn− x̄2
n)

n
(3)

In the standard deviation formula, x is the voltage value of capacitor. In the computationless method we
proposed in this paper, had 16 samples in total because there was pair consisting of a capacitors and an
inverter capacitor that were connected is connected to each data circuit. The x value of the 16 capacitors
was calculated to the sigma (ς ) to derive the difference value from each sample and the mean. If the
difference value is closer to 0, the voltage on the data bus circuit is constant. We can use the method
described above to detect abnormal data flow. The difference in values, which is the result of deviation,
if it is close to 0, the entropy of the capacitor charging voltage is high, and thus, it may be determined
that it is abnormal data flow.

Figure 2: Comparison of Standard Deviation with Capacitor Charge Voltage Difference

4 Experiment and Result

Figure 3 shows the structure of the process to prove the process of detecting abnormal data flow by com-
paring the charge voltage of each capacitor. The structure of the process consisted of five modules i.e.
the input translation module to perform input data conversion, channel queue module that functions as a
data bus, capacitor simulator module for performing capacitor value calculation according to each data,
states memory module that performs simultaneous measurement of capacitor’s voltage value at unit time,
entropy measurement module for computing a standard deviation. The two capacitors per I/O channel
were used to detect input and output of the encrypted files. This corresponds to the leakage measure-
ment presented in Figure 4. The leakage measurement consists of a capacitor x to which the bitstream
generated in the data communication channel is input and a capacitor y to which the inverted bit is input
through an inverter (NOT gate). The experiment consisted of 8 sets of leakage measurement. Therefore,
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Figure 3: The operation flow in the experiment

the system consists of 16 capacitors, capacitors x1 ∼ x8 and capacitors y1 ∼ y8. In this structure, the
unencrypted normal file had low entropy, so that the bitstream enters the capacitor y through the inverter
during the input process. Thus, the result is that the charge amounts of the capacitors x and y were in-
versely proportional to each other. If the charge amount of the capacitors x and y were measured at each
time set in the states memory, the standard deviation of the capacitors x1 ∼ x8 and y1 ∼ y8 increased.
However, encrypted file had high entropy, and the charge voltage amount of capacitors x and y varies
similarly. At this time, when the charge voltage amount of capacitor x1 ∼ x8 and y1 ∼ y8 are compared,
the result of standard deviation is lowered. The input translation module received unencrypted general
data or encrypted experimental data, converted it into bit units, and delivered them to the channel queue
module, which is a data bus channel function. Inside the capacitor simulator, there was a leakage mea-
surement module that calculated the values stored in the channel queue. The capacitor simulator module
graphical values were comparable to the actual hardware capacitors through the leakage measurement
result. The states memory module collected the values of the capacitors that changed as the capacitor
value was continuously processed in the capacitor simulator module. The entropy measurement module
calculated the standard deviation of the capacitor values stored by the timer and converted them to a fixed
unit. The calculated value, showed that the flow of the input data was encrypted, that is, the operation to
detect the encrypted data was active. In the experiment, the circuit voltage was 50V , the capacitor was
2mF , the register was 100kΩ, and the bit operation of the capacitor was performed every 50ms.

4.1 Result

Figure 5 is The results of measuring the value of capacitors x, y in 20ms unit in states memory when
inputting encrypted file and unencrypted file in the experiment are presented in Figure 5. For the dataset
used in this study, a ‘.txt’ of about 42MB was used and a ‘.docx’ of about 18KB. In Figure 5, Figure 5-
(a) is graph of Frequency appearance of byte, and Figure 5-(b) is graph of capacitor voltage to byte and
Figure 5-(c) is graph of standard deviation of capacitors in chronological order. The experiment was con-
ducted on the general file of the ‘.txt’ file, the encrypted file and the normal file of the ‘.docx’ file, and the
encrypted file. In Figure 5-(a), the frequency of occurrence of characters in each file was validated. The
results presented in Figure 5-(a, b), different from the values of each capacitor in Figure 5-(b). The results
show that the amount of voltage that entered the circuit was different. The measured standard deviation
from the experiment in 20ms up to 13000ms in chronological order are given in Figure 5(c) including
the result over time by calculating the standard deviation of the values of the capacitors in Figure 5-(b).
The closer the result of the standard deviation was to zero, the more constant the charge voltage of the
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Figure 4: Describe the software structure of capacitor simulator as hardware method

Figure 5: Unencrypted and Encrypted File Entropy Experiment Results

capacitors in Figure 5-(b). When the results of Figure 5-(c) were confirmed as shown in Figure 5-(a), the
files in which the frequency of appearance of the characters in Figure 5-(a) were constant showed near
zero results over time in Figure 5-(c).

Through this calculation process, the results showed high entropy values for encrypted file and low en-
tropy value of unencrypted general file. This demonstrates that the Shannon entropy characteristic of the
encrypted file were measurable through the charging and leakage current characteristics of the capacitor,
which is a hardware module.. In addition, it is expected that because this approach is hardware-based, it
will be able to detect ransomware relatively better than the software-based detecting technology which
is avoided by anti-ransomware technology. Our future research work will focus on real storage devices
such as SSDs and the construction of a safe storage environment that does not consume resources. The
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final goal of this study is to warn and block users of devices from abnormal behavior in storage devices
in a computationless environment on various devices.

5 Conclusion and Future Work

In this paper, we proposed a method for detecting abnormal data flow in storage files using capac-
itors. Abnormal data flow was detected during file storage by calculating the entropy of the charging
information of the capacitors connected to the I/O channel. In addition, the process can be performed
as a separate computing module, without consuming resources of the PC. The proposed method was
validated through a simulation experiment using software. The experiment for proof uses the capacitor
charge of the virtual circuit algorithm to construct the simulation environment. The results showed that
the proposed method was able to distinguish between encrypted and unencrypted files. Our further re-
search aims to experiment proposed this paper in real storage devices such as SSD.
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