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Abstract—With the widespread adoption of cloud computing, the ability to record and account for the usage of cloud resources in a

credible and verifiable way has become critical for cloud service providers and users alike. The success of such a billing system

depends on several factors: The billing transactions must have integrity and nonrepudiation capabilities; the billing transactions must

be nonobstructive and have a minimal computation cost; and the service level agreement (SLA) monitoring should be provided in a

trusted manner. Existing billing systems are limited in terms of security capabilities or computational overhead. In this paper, we

propose a secure and nonobstructive billing system called THEMIS as a remedy for these limitations. The system uses a novel

concept of a cloud notary authority for the supervision of billing. The cloud notary authority generates mutually verifiable binding

information that can be used to resolve future disputes between a user and a cloud service provider in a computationally efficient way.

Furthermore, to provide a forgery-resistive SLA monitoring mechanism, we devised a SLA monitoring module enhanced with a trusted

platform module (TPM), called S-Mon. The performance evaluation confirms that the overall latency of THEMIS billing transactions

(avg. 4.89 ms) is much shorter than the latency of public key infrastructure (PKI)-based billing transactions (avg. 82.51 ms), though

THEMIS guarantees identical security features as a PKI. This work has been undertaken on a real cloud computing service called

iCubeCloud.

Index Terms—Records, verification, transaction processing, pricing, and resource allocation

Ç

1 INTRODUCTION

CLOUD computing is representative of an important
transition and paradigm shift in service-oriented

computing technology. Emerging cloud services, such as
Amazon EC2, S3 [1], and Microsoft Azure [2], have become
popular in recent years. Although cloud computing has its
roots in grid computing and utility computing technologies,
it differs significantly from those technologies in terms of its
service model.

Cloud service providers (CSPs) generally use a pay-per-
use billing scheme in their pay-as-you-go pricing model:
That is, the consumer uses as many resources as needed
and is billed by the provider for the amount of resources
consumed by the end of an agreed-upon period. CSPs
usually guarantee the quality of service (in terms of
availability and performance) in the form of a service
level agreement (SLA) [3]. An SLA is supported by clear
metrics and regular performance monitoring. In this
service model, users who use an infrastructure-as-a-service

(IaaS) may wish to figure out the billed charges for the
total service time and the guaranteed service level. If a
company uses a platform-as-a-service (PaaS) or software-
as-a-service (SaaS), the accounting department of the
company may require the service usage logs so as to
verify the billed charges by checking the company’s total
number of running software programs or platforms. We
refer to this type of transaction as a billing transaction; it is
used to keep track of cloud service usage records and to
verify whether the CSP has offered the quality of service
promised under the SLA arrangement.

Providing a billing mechanism in a trusted manner is

critical for CSPs and users [4]. However, the security aspects

of a cloud billing system and the scale of cloud services

often raise the following security and system issues:

. A billing transaction with integrity and nonrepudiation
capabilities. For transparent billing of the cloud
services, each billing transaction should be protected
against forgery and false modifications [5]. Although
commercial CSPs [1], [2] provide users with service
billing records and while several researchers have
presented resource usage processing systems [6], [7],
[8], [9] that record the use of grid resources, they
cannot provide a trustworthy audit trail. It is because
the user or the CSP can modify the billing records
even after a mutual agreement between the user and
the CSP, leading to the dispute between them. In this
case, even a third party cannot confirm that the user’s
record is correct or that the CSP’s record is correct.
Therefore, a trustworthy audit trail is important for
resolving disputes, and the billing record in the billing
transaction must be assuredly incorruptible per
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mutual agreement. One way of ensuring the integrity
and nonrepudiation of a transaction (i.e., where
participants cannot deny the context of a billing
transaction) is to integrate a public key infrastructure
(PKI)-based digital signature [10] into each billing
transaction to prevent corruption. Several studies
[11], [12], [13] have addressed this issue by deploying
a PKI-based digital signature mechanism in an
underlying security layer; however, they were handi-
capped by computational overhead due to the
extreme complexity of the PKI operations [14].

. Computation efficiency of a billing transaction. Cloud
service users and CSPs can generate a vast number
of billing transactions because on-demand cloud
services dynamically scale their capacity upwards or
downwards. For example, in the case of iCubeCloud
[15] (which is the underlying cloud computing
platform of this study), the billing frequency per
user of the top 15 percent heavy users is typically
about 4,200 billing transactions per day. They
occasionally generate more than 200 billing transac-
tions per second (e.g., when starting a Hadoop
cluster), as they usually invoke massively parallel
processes in a bursty manner. The frequent billing
transactions lead to excessive computational over-
head for both the CSP and the user when the above-
mentioned security feature is involved in the billing
transaction. Consequently, the overhead imposed by
the billing transaction should be within acceptable
limits so as to be applicable to a wide spectrum of
computing devices, such as smartphones, tablets,
netbooks, and desktop PCs.

. Trusted SLA monitoring. Once a cloud service user
and CSP agree on an SLA, the service quality should
be monitored in a trusted manner. A CSP may
deploy a monitor and make the monitor’s function-
ality available to its users. However, the presence of
the monitor itself is insufficient because the monitors
are deployed on cloud resources that are not
operated by users [16]. The CSP may deliberately
or unintentionally generate incorrect monitoring
records, resulting in incorrect bills. To provide an
SLA monitoring mechanism, several studies have
made great efforts to design solutions that meet
various requirements, including scalability with
distributed resource monitoring [17], data-flow
monitoring [18], and predictions of SLA violations
[19], rather than addressing security concerns such
as the integrity and trustworthiness of the monitor-
ing mechanism. Thus, they are not fully supportive
of the security issues.

A thorough investigation of existing billing systems in
various computing environments has helped us identify the
above limitations in terms of security capabilities or
computational overhead. To overcome these limitations,
we propose a secure and nonobstructive billing system
termed THEMIS. Specifically, we devised the following
three mechanisms, which drive the architecture of our
billing system:

. Support for a mutually verifiable billing mechanism. We
refer the security features of integrity and nonrepu-
diation to mutual verifiability. Our proposed billing

system, THEMIS, introduces the concept of a cloud
notary authority (CNA) for the supervision of billing
transactions. For each billing transaction, the CNA
generates mutually verifiable binding information
that can be used to resolve future disputes between a
user and a CSP. Consequently, THEMIS can con-
struct credible and verifiable billing transaction,
which is likely to be accepted by users and CSPs.

. A billing mechanism with minuscule computational
overhead. The huge number of billing transactions
leads to excessive computational overhead or to a
billing system bottleneck. To mitigate these pro-
blems, we propose a computationally efficient bill-
ing scheme, which replaces the prohibitively
expensive PKI operations with a few hash and
symmetric key operations while providing mutual
verifiability. As a result, the billing transaction
overhead is significantly reduced.

. Support for trusted SLA monitoring. We devised an
SLA monitoring module, called S-Mon, which can be
deployed in the computing resources of CSPs. S-Mon
has a forgery-resistive monitoring mechanism in
which even the administrator of a cloud system
cannot modify or falsify the logged data. S-Mon
exploits two hardware-based security mechanisms:
The trusted platform module (TPM) [20] and the
Trusted Execution Technology (TXT) [21]. A more
comprehensive description of TPM and TXT is given
in Section 4.2. By means of the hardware components
above, S-Mon can: 1) monitor the level of SLA
achievements with regard to the user’s cloud
resources; 2) take action when a violation is detected,
such as accurately recording a violation in a secure
storage region; and 3) deliver the logged data to the
CNA after the service session is finished.

The remainder of the paper is organized as follows: In
Section 2, we review related works and analyze existing
billing systems. In Section 3, we present the overall system
design and components of the proposed billing system.
In Section 4, we illustrate the proposed billing protocol. In
Section 5, we evaluate the performance of the proposed
billing system. In Section 6, we discuss the real deployment
and additional extensibility of this work. Finally, in Section 7,
we present our conclusions.

2 RELATED WORKS

Billing systems that track and verify the usage of comput-
ing resources have been actively studied and developed in
the research area of grid and cloud computing. Many
studies have analyzed preexisting billing systems of grid
and cloud computing environments [22], [23]. They have
tried to identify the new requirements of the shift in the
computing paradigm from grid computing to cloud
computing. In this section, we briefly discuss experimental
results as we evaluate existing billing systems in terms of
their security level and billing overhead. We evaluate the
billing systems in an identical computing and network
environment. A more comprehensive evaluation of the
experimental results and the experimental environment can
be found in Section 5.
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2.1 Billing Systems with Limited Security Concerns

Two pioneering studies identified challenges in managing
the resources of a grid computing environment and
proposed a computational economy as a metaphor for
effective management of resources [24], [25]. Several
researchers presented a resource usage processing system
[6], [7], [8], [9] for recording the usage of grid resources.
Fig. 1a shows the architecture and characteristics of a billing
system with limited security concerns. The resource usage
information, which pertains to the CPU cycles, storage, and
network bandwidth, is collected via a resource usage
monitor and charged over the billing agent. APEL [6]
presents a billing system that processes log information to
create quantified accounting records. Other resource man-
agement and billing frameworks that were suggested as
part of traditional grid approaches: Namely, Condor/G [7],
GRASP [8], and Tivoli [9].

However, rather than addressing security concerns, they
focus on notions such as distributed resource usage
metering and an account balancing mechanism for a
distributed grid environment. Thus, they cannot provide
transaction integrity, nonrepudiation, and trusted SLA
monitoring, even though they had a nonobstructive billing
transaction latency of 4.06 ms in our experimental environ-
ment. These security functions are precluded because the
frameworks were designed for a distributed grid environ-
ment, not for a pay-per-use billing scheme.

2.2 Security-Enhanced Billing Systems

Several electronic payment schemes have been proposed in
the literature in an attempt to provide security-enhanced
billing mechanisms. They include micropayment-based
schemes such as MiniPay [26] and NetPay [27]. Broadly
deployed in e-payment systems, these schemes enable users
to securely and efficiently perform repeated payments.
Many of these schemes are based on the use of one-way
hash functions that generate chains of hash values; users
perform billing transactions by releasing a certain number
of hashes in the hash chain. On the basis of the micropay-
ment-based scheme, Pay-as-you-Browse [28] and XPay [29]
incorporated the micropayment concept into distributed
computing frameworks and cloud-hosted services. As
shown in Fig. 1b, the micropayment-based scheme has a
short billing latency (4.70 ms) in our experimental environ-
ment. However, it cannot support the security features of
nonrepudiation and trusted SLA monitoring because
micropayment schemes are mainly designed for transaction
integrity rather than other security features.

Research on cloud or grid computing has developed the
following market models and PKI-enhanced billing and
accounting frameworks: DGAS [11], SGAS [12], and
GridBank [13]. They have a secure grid-wide accounting
and payment handling system in which each user’s
accounts and resource usage records are maintained with
a PKI-based digital signature. The commercial cloud
services of Amazon EC2, S3 [1], and Microsoft Azure [2]
provide users with a service usage report via secure
communication and monitoring tools such as CloudWatch
[30]. Yet, the CSPs have not been adopting transparent
utility-type pricing models for their SLAs.

Fig. 1c illustrates the organization of a PKI-based billing
system and its characteristics in terms of the security level
and billing overhead. It has a longer billing latency
(82.51 ms) than the other systems in our experimental
environment. The extent of the overhead is mainly
determined by the extremely high complexity of the RSA
[31] operations when the PKI is used for a billing system
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Fig. 1. Brief overview of billing systems and its characteristics in terms of
billing function and transaction latency: (a) billing system with limited
security concerns, (b) billing system with micropayment, and (c) PKI-
based billing system.



by a thin client or a heavily loaded server. The computa-
tional overhead can be a severe drawback when a number
of cloud service users and the CSP generate a vast amount
of billing transactions.

2.3 Summary

Fig. 2 shows the security functions and billing transaction
latency values of the above-mentioned works. The billing
systems with limited security concerns and the micropay-
ment-based billing system require a relatively low level of
computational complexity: The nonobstructive billing
transaction latency is 4.06 ms for the former and 4.70 ms
for the latter. Nevertheless, these systems are inadequate in
terms of transaction integrity, nonrepudiation, and trusted
SLA monitoring.

Despite the consensus that PKI-based billing systems
offer a high level of security through two security functions
(excluding trustworthy SLA monitoring), the security
comes at the price of extremely complex PKI operations.
Consequently, when a PKI-based billing system is used in
a cloud computing environment, the high computational
complexity causes high deployment costs and a high
operational overhead because the PKI operations must be
performed by the user and the CSP.

The last row clarifies the design goal of THEMIS and the
final value of the billing transaction latency. THEMIS
comply with the system requirements mentioned above
and are based on three main principles, namely, mutually
verifiable billing with a CNA, nonobstructive billing
transactions (4.89 ms), and trusted SLA monitoring.

From the viewpoint of SLA monitoring, several studies
[17], [18], [19] have made great efforts to design solutions
that meet various requirements. These works focus on the
notions of scalability with a distributed resource monitoring
[17], a data flow monitoring [18], and a prediction of SLA
violations [19], rather than addressing security concerns
such as the integrity and trustworthiness of a monitoring
mechanism. When the above monitoring techniques are
used in conjunction with THEMIS, the extensibility of this
work can be improved further.

This study is an extension of our previous work [32], in
which we focused on the protocol design of a mutually
verifiable billing system. Our objective in this study,
however, is to devise a trusted SLA monitoring module
and integrate the overall components in iCubeCloud, a real
cloud computing platform [15]. THEMIS act as the key
primitive for secure, trustworthy billing transactions.

3 DESIGN OF THEMIS BILLING SYSTEM

We present an overview of the THEMIS billing system in
this section. We first introduce the important components of
THEMIS and then describe the overall billing process.

3.1 The Proposed THEMIS Infrastructure

Fig. 3 shows the overall architecture of THEMIS billing
system. The four major components of the architecture are
listed as follows:

. CSP. The CSP enables users to scale their capacity
upwards or downwards regarding their computing
requirements and to pay only for the capacity that
they actually use.

. Users. We assume that users are thin clients who use
services in the cloud computing environment. To
start a service session in such an environment, each
user makes a service check-in request to the CSP
with a billing transaction. To end the service session,
the user can make a service check-out request to the
CSP with a billing transaction.

. CNA. The CNA provides a mutually verifiable
integrity mechanism that combats the malicious
behavior of users or the CSP. The process, which
involves a generation of mutually verifiable binding
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information among all the involved entities on the
basis of a one-way hash chain, is computationally
efficient for a thin client and the CSP.

. Trusted SLA Monitor (S-Mon). The S-Mon has a
forgery-resistive SLA measuring and logging me-
chanism, which enables it to monitor SLA viola-
tions and take corrective actions in a trusted
manner. After the service session is finished, the
data logged by S-Mon are delivered to the CNA.
We devised S-Mon in such a way that it can be
deployed as an SLA monitoring module in the
computing resources of the user.

3.2 Overall Billing Process of THEMIS

After a registration phase, THEMIS can use the above
components to provide a mutually verifiable billing
transaction without asymmetric key operations of any
entities. The registration phase involves mutual authentica-
tion of the entities and the generation of a hash chain by
each entity. The hash chain element of each entity is
integrated into each billing transaction on a chain-by-chain
basis; it enables the CNA to verify the correctness of the
billing transaction. In addition, S-Mon has a forgery-
resistive SLA measuring and logging mechanism. THEMIS
consequently supervises the billing, and because of its
objectivity, it is likely to be accepted by users and CSPs alike.

The billing transactions can be performed in two types of
transactions: A service check-in for starting a cloud service
session and a service check-out for finalizing the service
session. These two transactions can be made in a similar
way. Each billing transaction is performed by the transmis-
sion of a message, called a �-contract. A �-contract is a data
structure that contains a hashed value of a billing context
and the hash chain element of each entity. With the sole
authority to decrypt both the �-contract from the CSP and
the �-contract of the user, the CNA can act as a third party to
verify the consistency of the billing context between the
user and the CSP.

Fig. 3 shows the overall process of the billing transaction
with our billing system. The main steps are as follows:

1. The user generates a service check-in or check-out
request message and sends it to the CSP.

2. The CSP uses an element from the CSP’s hash chain to
send the user a �-contract-CSP as a digital signature.

3. The user uses an element from the user’s hash
chain to generate a �-contract-User as a digital
signature. The user then combines the �-contract-
User with �-contract-CSP and sends the combined
�-contract to the CNA.

4. The CNA verifies the �-contract from the user, and
generates mutually verifiable binding information of
the user and the CSP to ensure the consistency of the
�-contract.

5. The billing process is completed when the user and
the CSP receive confirmation from the CNA.

6. Finally, in the case of a service check-in, the S-Mon of
the user’s cloud resource transmits authentication
data of the S-Mon to the CNA. In the case of a service
check-out, S-Mon sends a report of the SLA
monitoring results to the CNA.

A more comprehensive description of the above transac-
tion can be found in Section 4.

4 PROPOSED BILLING PROTOCOL

In this section, we describe the overall transactions of the
proposed billing scheme, and in Section 4.4, we analyze the
security and safety of the proposed billing system.

4.1 Description of the THEMIS Billing Protocol

Fig. 4 shows a flow diagram of the overall transactions of
the proposed billing protocol. The protocol consists of the
three states.

State 1 involves key sharing and State 2 involves the
generation of a hash chain. Together these states serve as
the initial step of future billing transactions. They help
optimize the computational overhead of the billing mechan-
ism and facilitate mutual verifiability.

State 3 is for an actual billing transaction. During the
billing transaction, the user and the CSP both generate a
�-contract. The �-contract is notarized by the CNA. The use
of the �-contract means that the billing transaction replaces
the prohibitively expensive PKI operations to a few hash
and symmetric key operations without compromising the
security level of the PKI; as a result, the billing transaction
overhead is significantly reduced. In addition, S-Mon
exchanges data for trusted SLA monitoring. Table 1 lists
the notations of the entities and messages of the proposed
protocol. The details of the three states are as follows:

State 1 (mutual authentication). This state is for a user who
accesses the CSP for the first time. When the user first
accesses the CSP, PKI-based authentications are performed
by the user, the CSP, and the CNA. Throughout the mutual
authentications, the user, the CNA, and the CSP exclusively
share the following three keys:

. CSP $ CNA: Kc;n,

. User $ CNA: Ku;n, and

. User $ CSP: Ku;c.
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Fig. 4. Flow diagram of the proposed billing protocol.



State 2 (hash chain generation). This state is for generating
and registering a hash chain among the CSP, the CNA, and
the user. Each of these three parties generates a hash chain
of length N by applying the hash function N times to a seed
value (Cu;N , Cc;N , and Cn;N ) so that a final hash (Cu;0, Cc;0,
and Cn;0) can be obtained. As shown in Fig. 5, the user and
the CSP commit to the final hash by digitally signing the
final hash (Cu;0 and Cc;0), and by registering the signed hash
chain elements to the CNA.

The purpose of this registration is to commit the final hash
values to the CNA and to receive the final hash (Cn;0)
generated by the CNA. Once the commitment of the one-way
hash chains is successfully completed, the elements of the
hash chains are used chain by chain to generate a �-contract
for future billing transactions. State 2 is skipped until the
corresponding hash chain is depleted.

State 3 (billing transaction). An actual billing transaction is
performed at the beginning of State 3. In this state, a user
can perform two types of billing transactions: “a service
check-in” (to start a service session, State 3-1) and “a service

check-out” (to end a service session, State 3-2). The service
check-in is for requesting a new cloud service, such as a
virtual machine service or a storage service. A user who
wants to end the cloud service can perform a billing
transaction for “a service check-out.”

Both types of transactions can be performed in a similar
way. The difference between them is the context of the
message. The context of a service check-in includes the SLA
and data for the initialization of SLA monitoring. The
context of the service check-out includes information that
can be used to verify data from the SLA monitoring
module, S-Mon.

. State 3-1 (billing transaction for a service check-in). As
shown in Fig. 5, a user who intends to receive a
cloud service from a CSP sends a service check-in
request message (Message 3-1) to the CSP. Upon
receiving the message, the CSP transmits a stipula-
tion (S) and a �-contract-CSP to the user. The S
contains a service invoice and an SLA that covers
guaranteed performance factors, such as availabil-
ity, CPU speed, I/O throughput, a time stamp,
and the price. The �-contract-CSP contains a hash
chain element of the CSP, Cc;n. The hash chain
element, which is listed in Table 1, is updated for
each �-contract-CSP on a chain-by-chain basis so
that all of the �-contract-CSP can be linked and
verified sequentially toward the seed value (Cc;0) of
the hash chain.

After receiving the �-contract-CSP (Message 3-2),
the user generates a notary request message (Mes-

sage 3-3, which is a combination of the �-contract-CSP
and the �-contract-User) and sends it to the CNA.
When Message 3-3 arrives, the CNA compares the
HðSÞ section of �-contract-User with the HðSÞ section
of �-contract-CSP to check the justness of the billing
request message. We note that only the CNA can
acquire both the HðSÞ section of the �-contract-CSP

and the HðSÞ section of the �-contract-CSP. If the two
contexts are identical to each other, the CNA sends a
confirmation message (Message 3-4) to the user and
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the CSP. Otherwise, the CNA sends an error message
to the user and the CSP. The billing transaction is
completed when the user and the CSP receive the
confirmation message.

In this transaction, the �-contract-CSP contains the
output of the hash function with two input values (S
and Cc;n). Due to the NP-completeness of the hash
function, only the CSP can perceive the Cc;n.
Similarly, only the user and the CNA can perceive
the Cu;n value of �-contract-User and the Cn;n value of
the confirmation message, respectively. This method
enables the CNA to generate information that is
binding among all the involved entities. The verified
�-contract is subsequently retained on the local
repository of the CNA for future accusations. This
is the end of the billing transaction of the service
check-in.

Following that, the S-Mon of the user’s cloud
resource sends a monitor start message (Message 3-5)
to the CNA so that the service session is started.
Section 4.2 describes in more detail how the SLA is
monitored and verified.

. State 3-2 (billing transaction for a service check-out). A
user who intends to end the cloud service of the CSP
performs a billing transaction that is similar to the
service check-in transaction. The main difference
between the check-in and check-out transactions is
that S-Mon sends an SLA monitoring result to the
CNA in the confirmation message (Message 3-5). The
CNA can consequently determine whether the SLA
has been violated. If the CSP is unable to meet the
SLA, the CNA may impose penalties, such as
reducing or canceling the payment.

4.2 S-Mon: SLA-Monitor

To provide trusted SLA monitoring, we devised S-Mon,
which can be deployed into computing resources of the
CSP. S-Mon provides a forgery-resistive SLA measuring
and logging mechanism in a black-box (BB) manner. Thus,
even the administrator of the CSP cannot modify or falsify
the logged data.

S-Mon is tightly coupled with the billing protocol
described in previous section. First, S-Mon is initialized
and verified during the service check-in transaction
(via State 3-1). Second, during the service session, S-Mon
monitors the level of SLA achievement with regard to the
user’s cloud resources. Third, S-Mon reports the SLA
monitoring result to the CNA upon the service check-out
transaction (via State 3-2). Finally, by measuring the service
interval and verifying the monitoring result, the service
session is confirmed with the above transactions. Thus,
the billing transactions become more objective and accep-
table to users and CSPs due to the provision of the trusted
and forgery-resistant SLA monitoring mechanism of S-Mon.

S-Mon has two hardware-based mechanisms: The TPM
[20] and the TXT [21]. The TPM is a widely deployed
security chip in commercial-off-the-shelf computer systems.
It is designed for the purpose of secure storage and remotely
determining the trustworthiness of a platform. TXT is a set
of technology by Intel. It provides a secure execution
mechanism called a measured launch environment (MLE);

it enables a verified execution code in a secure memory
region. S-Mon uses the following fundamental technologies:

. Platform integrity measurement. To ensure the trusted
execution of S-Mon, we utilize a TPM. One of the
important features of the TPM is a set of platform
configuration registers (PCRs). The PCRs are a set of
built-in registers that can be used to store the 160-bit
hash values obtained from the SHA-1 hashing
algorithm. The PCR values can only be changed by
the Extend() function, which is an internal function of
the TPM. It outputs a hash result with (input value +
current PCR value), and then replaces the current
PCR value with the output of this operation.

The MLE uses the PCR’s characteristics. Before
handling over the control to a program to be executed,
the MLE uses the Extend() function to extend the
resultant value into a PCR. MLE can compare the PCR
value with a reference value to ensure that only a
verified execution code is invoked in a secure
memory region.

To enable the CNA to verify the platform status,
the TPM provides a Quote() function, which uses a
TPM private key called an attestation identity (AIK) to
return a digital signature of the current PCR values.
The AIK is created inside the TPM and protected by
the TPM so that Quote() provides proof that the
output of Quote() was generated on the platform.

. Secure storage with the TPM. The TPM provides a
means of storing data in a secure fashion. The Seal()
function encrypts the input data with a TPM key
and specified PCR values. The Unseal() function
decrypts the encrypted data only when the specified
PCR values and the key are matched with the status
of sealing [33]. S-Mon uses the Seal() and Unseal()
functions to protect the SLA monitoring data in
such a way that the data can only be decrypted by
S-Mon itself.

. Execution integrity with the TPM. The TPM has built-
in support for a monotonic counter. The increments
of this type of counter are in single steps, and the
value of the counter is only incremented by the
IncrementCounter() function. In addition, the TPM
has a mechanism that creates a signature of the
current tick value of the TPM. The tick data include
a signature of the current tick value and its update
cycle. These functions are utilized in our verifica-
tion mechanism. The verification mechanism en-
ables the CNA to determine whether the S-Mon has
been executed without a block or a data loss; it
also determines when SLA violations occur with
the tick value.

We incorporated these fundamental technologies into a
three-phase procedure of forgery-resistive SLA measuring
and logging. Fig. 6 shows the overall procedure of S-Mon.
Each cloud resource has a trusted boot module, called
Tboot [34] as an underlying security module. Tboot is an
open source module that supports MLE functionality;
it enables S-Mon to be executed in a trusted environment.
Consequently, only the CNA’s registered software (hyper-
visor, dom0, and S-Mon) can be invoked [35].
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The S-Mon procedure consists of three phases. Phase1
is performed for the beginning of a service session; Phase2
is periodically invoked during a service session; and
Phase3 is performed for the end of the service session. The
CNA can consequently determine whether the SLA has
been violated. We note that S-Mon deliver the logged data
to the CNA only after the service session is finished or
when the user requires SLA monitoring data from the
CNA via Phase3. The details of the three S-Mon phases
are as follows:

. Phase1 (S-Mon initialization). In a billing transaction
for a service check-in, the S-Mon of the user’s cloud
resources initializes itself by accepting S, which
contains the SLA to be monitored and Nu (line 1). To
enable the CNA to check the freshness of the S-Mon,
S-Mon performs an extend() operation by inputting
HðSÞ and a tick-stamp (line 2). The tick-stamp
confirms the starting time of S-Mon.

For secure communication between S-Mon and the
CNA, S-Mon generates a pair of private and public
keys, SKm and PKm (line 3). The counter of line 5 is
the value of the monotonic counter of S-Mon’s TPM.
The counter and Seed (initial value ¼ Nu) are used in
Phase2 and Phase3 for the integrity check of the data
logged by S-Mon.

The initial data (SKm, SLA, counter, Seed, and the
tick-stamp) are sealed in a nonvolatile region (NV )
of the TPM and BB data structure by the seal()
operation (lines 5-6). The NV represents areas of
flash storage inside the TPM itself, and the BB is a
repository for storing all the data logged by S-Mon.
The NV and the BB can be accessed only when the
corresponding PCR value is matched with the status
of the sealing. This limitation enables S-Mon to store
persistent data in such a way that only S-Mon itself
can access the data.

S-Mon subsequently stores the current status of
S-Mon in q by using the Extend() and Quote()
operations (lines 7-8). The ExtendðPCR; 0xFF Þ
operation prevents any other software from acces-
sing the NV and BB. Finally, S-Mon transmits a
message (Message 3-5) to start the SLA monitoring
(line 9).

Message 3-5 contains data on the freshness of S-Mon
as well as the authentication data (Auth) of the user’s
cloud resources. The message enables the CNA not
only to ensure that the S-Mon was initialized with the
correct parameters (S,Nu, and the tick-stamp) but also
to verify that the target resources to be monitored by
the S-Mon are correctly bound to the cloud resources
of the user. The Auth comprises the context of Message
3-4 between the CNA and the user, which is encrypted
with Ku;n so that the only the user and the CNA can
decrypt the message. During the service check-in
phase (via State 3-1), the user enters the Auth into the
user’s cloud resource as a log-in parameter, and the
data are delivered to the S-Mon by means of Xen-
hypercall [36]. The S-Mon then includes the data in
Message 3-5. Finally, the CNA can verify the freshness
and correctness of the S-Mon by comparing the
context of Message 3-5 with the expected value.

. Phase2 (SLA monitoring). Phase2 periodically occurs
during the service time. To ensure its own execution
integrity, S-Mon performs this phase only when the
counter value stored in the NV is the same as the
monotonic counter value of the TPM (lines 1-3).
Whenever this phase occurs, the monotonic counter
is increased, and the value of the counter is stored in
theNV (line 7). Thus, when Phase2 is executed again,
the counter value in the NV must be the same as the
value of the monotonic counter. Otherwise S-Mon is
aborted, which means the counter value was tam-
pered with or the unsealed data were stale.

To detect the current system status, we imple-
mented a back-end driver deployable into a hyper-
visor to read the system status of the user’s cloud
resources. The driver uses Xen-hypercall [36] to read
the system status details of the CPU time, memory,
and network status (line 3) and it records the
violation in the BB whenever a violation is detected
(line 4-6).

Whenever a violation is detected, the violation
context, the extended Seed value (line 5), and the
current tick-stamp are appended to the BB. Each
violation context and tick-stamp is bound by the
Seed. Because the Seed value is extended by a hash
function for every SLA violation, each violation
context is linked to the previous violation context.
This linking process enables the CNA to check the
consistency of the BB context.

. Phase3 (SLA Report). Phase3 is executed when the
corresponding service session is ended by the user.
S-Mon transmits the BB, which contains the SLA
monitoring result to the CNA. Before sending the BB,
S-Mon appends the final tick-stamp, the counter, and
Seed (line 3). S-Mon stores the current status itself by
using the Extend() operation (line 4). A digital
signature of TPM is used to bind BB, Nu, and Auth
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to q with the PCR values (line 6). Finally, S-Mon
returns the results with its digital signature by SKm

to the CNA (line 7). The context of BB enables the
CNA to check whether S-Mon was executed cor-
rectly without a break or halt and whether the
returned result was truly generated by S-Mon.

4.3 Verification of the Billing Records

This section elaborates how the billing can be verified in
collaboration with the CNA. As shown in Fig. 7, when
Message 3-3 arrives at the CNA during a service check-in or
check-out transaction, the CNA checks the consistency of
the hash chain elements (Cu;n and Cc;n) from the user and
the CSP by checking the link with the previously used hash
chain elements (Cu;n�1 and Cc;n�1). Next, the CNA checks
the consistency between the HðSÞ of �-contract-User and the
HðSÞ of �-contract-CSP.

The checking process enables the CNA to verify
whether the CSP and user have the same stipulation (S).
The CNA subsequently generates binding information,
which contains the hashed value of HðSÞ and the hash
chain element (Cn;n) of the CNA. The CNA then sends the
user and the CSP a confirmation message with the binding
information (Message 3-4). Upon receiving the message,
the user and the CSP confirm that the corresponding
billing transaction (the �-contract) is correctly notarized. In
the case of the billing transaction for a service check-out,
the S-Mon of the user’s cloud resources transmits the BB
via Message 3-5. After each billing transaction, the CNA
retains the corresponding binding information and the BB
at the CNA’s local repository in a type of notarized billing
list (NBL). The NBL is an XML-based data structure for
storing evidence of the billing transactions for future
accusations. All of the contexts are periodically stored with
the digital signature of the CNA to ensure the integrity of
the NBL context. The user and the CSP also store the
billing-related information as evidentiary data.

Fig. 8 illustrates how the NBL is used to prove the
integrity of certain billing transactions by the verification
module of the CNA. The verification module has three hash
modules: The User-Verifier, the CNA-Verifier, and the CSP-
Verifier. The CNA-Verifier verifies the integrity of the
stipulation (S) from the user or the CSP by comparing the
stipulation with the binding information of the CNA. In
addition, the CNA-Verifier can check the correctness of the
BB by comparing the HðSÞ of the NBL with the HðSÞ of
the BB. The User-Verifier and the CSP-Verifier check the

correctness of a billing transaction asserted by the user and
the CSP, respectively.

For example, if a CSP asserts that a user repudiates a
certain billing transactions, the CSP can submit a claim for
justice to the CNA, drawing attention to the stipulation (S)
included in the corresponding �-contract-CSP. The CNA
then uses the CNA-verifier to verify the claim. If the claim
is correct, the CNA then demands to see the stipulation (S)
used to generate the �-contract-User. The CNA uses the
User-Verifier and the CSP-Verifier to derive the hash
value. Any discrepancy between the output of the hash
function and the stored data of the NBL proves that either
the user or the CSP has modified the stipulation of the
relevant billing.

4.4 Case Study on Potential Attacks against
THEMIS

In this section, we analyze the security and safety of the
proposed billing system. Our analysis is based on con-
sideration of falsified data, replay attacks, and man-in-the-
middle (MITM) attacks. On the one hand, we assume that
the underlying cryptography and hardware-based security
mechanisms (TPM and TXT) are invulnerable in terms of
data confidentiality and integrity; hence, we ignore attacks
with cryptanalysis and physical attacks against the system’s
CPU or TPM. One the other hand, any principle can place
or inject data on any storage device and link at any time. In
addition, any principle can see, delete, alter, and redirect all
exchanged messages or replay messages recorded from
past communications.
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Case 1. Falsified �-contract attacks by a malicious CSP or

malicious user:

1. Forgery of the �-contract by a malicious CSP or a
malicious user before the confirmation of a billing
transaction.

2. Forgery of the �-contract by a malicious CSP or a
malicious user after the confirmation of a billing
transaction.

Defense mechanism:

. In the case of 1, a malicious CSP or user can try to
falsify the �-contract before the corresponding billing
transaction is confirmed. However, the CNA com-
pares the hash chain element of the �-contract-CSP
with that of the �-contract-User. If these elements do
not match, the CNA does not send a confirm
message to the CSP and the user.

. In the case of 2, a malicious CSP or user can try to
falsify the �-contract after the confirmation of the
billing transaction. However, the CNA records the
�-contract in the NBL. Hence, the CNA can identify
the malicious CSP or user by comparing the HðSÞ
and Cn of the NBL with the falsified �-contract.

Case 2. Falsified BB attacks or system modification by a

malicious CSP:

1. Forgery of the BB or system modification by a
malicious CSP during a service session to induce
inaccurate SLA monitoring.

2. Forgery of the BB by a malicious CSP after the
service session.

Defense mechanism:

. In the case of 1, a malicious CSP can try to falsify
the context of the BB during the corresponding
service session. However, the BB can be accessed
only by S-Mon because the TPM seals the BB with
the PCR values of the trusted S-Mon. In addition, a
malicious CSP can try to modify the system layer
to induce inaccurate SLA monitoring. However,
Tboot invokes only registered software, namely,
hypervisor, dom0, and S-Mon. Any invocation of
the modified hypervisor or dom0 or S-Mon is
blocked because the PCR values of the TPM fail to
match the known PCR values of the predefined
trusted software set.

. In the case of 2, a malicious CSP can try to falsify the
context of the BB after the service session. However,
the context of the BB contains its digital signature by
a private key (SKm), which can be accessed only by
S-Mon. Furthermore, all the items of logged data in
the BB are linked to each other in a hash chain
manner so that any modification or deletion of the
BB can be detected.

Case 3. Replay and MITM attacks:

1. A replay attack for THEMIS-based billing transac-
tion messages.

2. An MITM attack for THEMIS-based billing transac-
tion messages.

Defense mechanism:

. In the case of 1, An intruder can try to attack by
sending captured messages recorded from past
billing transactions. However, all the messages
contain nonce data and a time stamp in this billing
protocol to verify the freshness of the data.

. In the case of 2, the CSP and user generate billing
transaction messages that are altered for each
billing transaction, and the messages are encrypted
and transmitted by means of the shared keys that
are paired in a previous state. Thus, the intruder
cannot successfully masquerade as the user or the
service device.

5 PERFORMANCE EVALUATION

In this section, we present the performance results of our
prototype version of THEMIS. First, we demonstrate the
overall experimental environment. We then describe the
operational efficiency of the billing protocol to evaluate
the performance of THEMIS in terms of latency and
throughput. Finally, we present the performance overhead
of S-Mon with respect to the cloud computing platform.

5.1 Experimental Environment

Fig. 9 shows the overall experimental environment. To
evaluate the performance characteristics of THEMIS, we
constructed a cloud user emulator and coupled it to a
billing transaction generator.

The user emulator is connected to THEMIS, and the
emulator receives control signals from the billing transac-
tion generator. The generator is a module that generates
control signals to produce billing request messages. The
user emulator has an Intel Z510 processor and a 1-GB main
memory; the other components, including the CNA, the
billing agent of the CSP, and the cloud computing platform,
have a Xeon X5650 processor and a 24-GB main memory.

5.2 Billing Protocol Efficiency and Comparative
Evaluation

The performance of the billing protocol in terms of the
consumption of processing and communication resources is
an important factor to be considered when designing billing
protocols. First, we analyze how THEMIS compares with
other billing schemes in terms of computation and commu-
nication efficiency. To compare the overall latency of each
billing transaction scheme, we measured the billing transac-
tion latency, which is based on the interval between the start
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and end of each billing scheme. In the case of THEMIS,
we measured the interval between the starting time of
Message 3-1 and the ending time of Message 3-4 on the client
side. Because Message 3-5 is related to the S-Mon after the
confirmation of the billing transaction, the interaction can be
interleaved with the other message transaction.

Fig. 10 shows the number of public and private keys
(RSA 2,048 bits), the symmetric key (AES 256 bits), and the
hash (SHA-1) operations performed with the total operating
time for each billing scheme. The operating time of each
entity is estimated for each billing transaction so that we can
measure how much the cryptography contributes to the
billing overhead. We note that the keywords “Limited
Security” and “THEMIS” in Fig. 10 are the experimental
results of iCubeCloud with a traditional approach and
iCubeCloud empowered with THEMIS, respectively. In the
case of the billing system with limited security (as described
in Section 2.1) and the micropayment (as described in
Section 2.2), the billing transaction can be accomplished
without asymmetric key operations. These results confirm
that even though they have a shorter billing latency (4.06,
4.70 ms) than the others, it fails to meet our security
requirement. Despite having a smaller number of crypto-
graphy operations per billing, the PKI-based billing scheme
(as described in Section 2.2) has a long billing latency
(82.51 ms) because it has a certain number of private and
public key operations for all of the entities.

In the case of THEMIS, a user who accesses the CSP for
the first time or needs the hash chain renewal is asked to
perform State 1 or State 2, which requires an asymmetric
key operation and multiple hash operations. The authenti-
cation and hash chain generation time of THEMIS
(93.05 ms) is slightly higher than the operating time of
PKI-based billing. However, after the operations, the user
can perform a billing operation by processing only four
symmetric key operations and two hash operations with-
out compromising the PKI security level. THEMIS’s total
billing transaction time (4.89 ms) is much shorter than that
of PKI-based billing.

From a communication perspective, PKI-based billing
transactions and the initial registration process of THEMIS
have a longer communication delay than the others
because they need to transmit each entity’s certificate. In
a network environment with a low bandwidth and long
delays, the billing latency is affected by the communication
overhead. Because THEMIS has a much smaller commu-
nication overhead (4.379 ms) than the PKI-based billing

system (13.81 ms), THEMIS can provide a shorter billing
latency than a PKI-based billing system in the limited
network environment.

5.3 Throughput Evaluation

Fig. 11a illustrates how the throughput of the billing
transactions mutates as the number of billing requests per
second varies. The number of billing requests per second
ranges from 1,000 to 15,000. For the PKI-based billing
protocol, we found that the throughput was saturated on
903.3 transactions per second as the number of billing
requests increased. This outcome is due mainly to the
cryptography operations and the communication overhead
of both the client side and the server side. In the case of the
billing system with limited security concerns as described in
Section 2.1, the throughput is saturated on 12,088.1 transac-
tions per second. This outcome is due to their lower
computation and communication overhead than the other
systems. In the case of THEMIS and the micropayment, the
throughput is saturated on 10,680.9 and 10,770.4 transac-
tions per second, respectively, as the number of billing
requests increases. This phenomenon is due to the fact that
the quantity of THEMIS and micropayment operations of
the user and server provider is much smaller than that of
PKI-based billing. This result confirms that the THEMIS
billing protocol can seamlessly provide a nonobstructive
billing transaction whenever the number of requests per
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Fig. 10. The number of public/private keys and the symmetric key operations with the total operation time for each billing schemes.

Fig. 11. (a) Throughput of the billing transactions with varying numbers
of billing transactions per second; (b) throughput of THEMIS and PKI-
based billing with varying the batch size.



second is less than 11,000. From the perspective of
performance saturation, we believe that putting multiple
trusted third parties in charge of the CNA is an appropriate
way forward, as is the case with the PKI. We are working
toward a THEMIS-based system with more fault tolerance
to scalable billing.

To investigate the tradeoff between performance and
security, we measured the throughput of the PKI-based
billing protocol while varying the batch size. For instance,
both the cloud user and the CSP can digitally sign a
sequence of transactions for every n transaction as opposed
to digitally signing every transaction. Considering perfor-
mance, maintaining a large batch size improves the
throughput. Meanwhile, from a security perspective,
achieving a digital signature per transaction prevents an
advisory from modifying the service contract. Fig. 11b
depicts the throughput for each billing scheme. By compar-
ing the cost of THEMIS with the batch signature approach,
we confirm that THEMIS, while retaining mutual verifia-
bility at a per-transaction level, has a computation overhead
level that is similar to that of the batch signature approach
with a batch level of 50. This result arises because THEMIS
drastically minimizes the billing transaction overhead.

5.4 Performance Impact of S-Mon

The goal of our next experiment is to examine the
performance impact when S-Mon is applied to the cloud
computing platform. To measure the S-Mon monitoring
overhead, one cloud computing resource hosts four virtual
machines which are assigned to users. In addition, each
virtual machine is a 64-bit Linux 2.6.18 system with a 4-GB
main memory. In the cloud computing platform, we use
Xen 4.1 as a hypervisor. In this experiment, we measured the
operating time of each phase (specifically, the initialization,
monitoring, and report phases). Fig. 12a shows the operating
time of each phase of S-Mon. The bar on the left-most side
(Phase1) shows the time needed to initialize S-Mon. The
operational overhead has an average execution time of
647 ms. The next two measurements (Phase2) show the
operating time of the SLA monitoring phases. When
monitoring without any type of SLA violation detection,
the operational overhead averages 63 ms. When monitoring
with SLA violation detection, the operational overhead
averages 293 ms. The time difference is due to the overhead
incurred when recording violations with the seal operation

of S-Mon. The bar on the right-most side (Phase3) is
measured at the end of the SLA monitoring session, and a
report of the monitoring results is sent to the CNA. The
operational overhead averages 1,055 ms.

The next experiment was done to examine the
performance overhead of guest systems that are assigned
to users when S-Mon is periodically invoked. The
monitoring procedure of S-Mon was invoked every
3 seconds. The S-Mon driver on Xen gathers data on the
system status for a period of 3 seconds, after which S-Mon
reads the data from the driver. The performance overhead
by S-Mon is measured using the UnixBench [37] bench-
mark. We measure the total execution time of the bench-
mark when S-Mon is applied to the cloud computing
platform and compare it to the results of a system without
S-Mon. The results of our experiment are shown in
Fig. 12b. The black bars represent the normalized execu-
tion time when S-Mon is applied to the cloud computing
platform in comparison with the system without S-Mon as
the baseline (100 percent). The performance result implies
from 0.01 to 1.11 percent performance overhead if S-Mon
is applied to the cloud computing platform. This can be
attributed to the very low overhead imposed by S-Mon, as
it can achieve trusted SLA monitoring with system
overhead of less than 1.11 percent.

6 DISCUSSION AND FURTHER WORKS

In this section, we discuss additional issues, including an
instance of actual deployment from the perspective of
feasibility and additional extensibility, which may benefit
from the security properties of THEMIS.

6.1 Real Deployment and Its Feasibility

The deployment of THEMIS in the context of existing cloud
computing services requires minimal modification to the
CSPs, CNA, and users if seeking to provide mutually
verifiable billing transactions. The cost of these security
features is that THEMIS requires additional roles by CSPs
and the CNA. The CSP needs to deploy hardware resources
equipped with TPM and TXT if CSP intends to provide
additional assurances to their users. This is not a great
impediment, as TPM and TXT are widely deployed security
technologies in commercial off-the-shelf computer systems.
CNA will play the additional role of a trusted third party, as
discussed in Section 3.

Our next step is to consider the scalability and fault
tolerance of THEMIS. Currently, we are investigating
THEMIS from the perspectives of massive scalability and
robustness. We believe that putting multiple trusted third
parties in charge of the CNA is an appropriate way
forward, as is the case with the PKI. We are working
toward a THEMIS-based system with more fault tolerance
against scalable billing.

6.2 Extensibility for Various Target Services

In this work, THEMIS is focused on SLA-monitoring,
especially for IaaS services (in terms of availability and
performance) and related billing transactions for mutual
verifiability. From the perspective of extensibility, THEMIS
should be naturally applicable to various target services as
well to improve the accountability of each service. For
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Fig. 12. Performance impact on users’ cloud resource when S-Mon
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instance, by applying monitoring techniques such as [17],
[18], [19] to S-Mon, we believe that THEMIS can facilitate
the cloud-based services with accountability. Examples
include PaaS, SaaS, and a cloud storage service. This type of
facilitation is possible as long as the monitoring techniques
can be plugged into the internal monitoring module of S-
Mon. As a result, we believe that the complementarity of
THEMIS and the existing monitoring techniques signifi-
cantly improve the extensibility of this work.

6.3 Multi-CNA Support

If different users subscribe to different CNAs on a single
physical resource, it becomes necessary for multiple S-Mons
to be deployable for the multiple CNAs. Implementing this
support requires multiple S-Mons to be invoked on a single
physical resource. In addition, S-Mon needs to implement
locking primitives to synchronize access to its global data of a
physical TPM because multiple S-Mons share the physical
TPM. By equipping each S-Mon with a virtual TPM (vTPM)
device [38] involving the virtualization of the hardware TPM,
S-Mon can overcome this restriction. The vTPM component
proposes a method of virtualizing the hardware TPM. It
provides the illusion of a physical TPM to S-Mons running on
a single physical resource. This facility enables the multiple
invocation of S-Mon on a physical TPM. Each S-Mon can be
mapped to a different CNA because each S-Mon can have a
different public key of CNA. Thus, the multiple CNA
support would be a promising augmentation of this paper.

7 CONCLUSION

Our aim in this study was to provide a full-fledged trusted,
nonobstructive billing system tailored for a cloud comput-
ing environment. To accomplish this task, we thoroughly
reviewed the ways in which existing billing systems are
used in the environment. We consequently derived blue-
prints for THEMIS, our mutually verifiable, computation-
ally efficient billing system. In addition to utilizing existing
billing systems, we conceived and implemented the con-
cepts of a CNA and S-Mon, which supervise billing
transactions to make them more objective and acceptable
to users and CSPs alike.

Our billing system features three remarkable achieve-
ments: First, we introduce a new concept of a CNA to
ensure undeniable verification of any transaction between a
cloud service user and a CSP. Second, our mutually
verifiable billing protocol replaces prohibitively expensive
PKI operations without compromising the security level of
the PKI; as a result, it significantly reduces the billing
transaction overhead. Last but not least, we devised a
forgery-resistive SLA measuring and logging mechanism.
By integrating the module into each cloud resource, we
made the billing transactions more objective and acceptable
to users and CSPs.
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